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Supplementary Methods

Figure 2 in the main text highlights the concept of the developed generic framework in the present work

to explicitly track the 3D chemical variation of each building block of each initial and formed molecule

thus all functional moieties at specific user-defined synthesis times, so-called plotting times tpioi (i=1,

2, ...) along the network synthesis. Two computational methods from two scientific fields are connected

to be successful in this respect:

(i)

(i)

Computational method 1 comprises matrix-based kinetic Monte Carlo (kMC) simulations
from the field of chemical Kkinetics in which (molar) concentration (C) changes of all
distinguishable species are followed, hence, differentiating for species with a variation in
composition and topology. This specifically implies that for a given network molecule one
has information if each of its crosslinking points (CPs) is fully connected (so fully linked to
other CPs) or still possesses (unreacted) functional group (FGs) or dangling chains not yet
connected to other CPs. Internal loops due to intramolecular reactions, i.e. cyclization, are
also tracked per network molecule. Molecular information on how the CPs are connected
and the composition of the shared network segments between two CPs is additionally
available. Also the composition of the dangling chains is known at any synthesis time t. No
information on 3D configurations is although stored in matrix format and thus a 2D
representation of all individual connectivities is strictly only possible based on the matrix-
based kMC simulations only. A default transition to a 3D visualization can although be done
by considering expected bond lengths and angles as linked to general statistical (e.g.

Gaussian) functions.

Computational method 2 comprises molecular dynamic (MD) simulations from the field
of polymer physics, which allow to access for each well-defined or ideal structural element
in the network polymer (e.g. the direct surrounding of a fully connected CP) a
thermodynamically feasible 3D configuration. Hence, the MD data allow to obtain proper

bond lengths and bond/dihedral angles for the involved atoms and FGs in the structural



element selected. The MD simulations can thus be utilized to spatially depict structural
elements that are interconnected by the population of CPs as trackable with the kMC model.
Correction factors, as developed in the present work, are considered in case a structural
defect thus non-ideality (e.g. due the occurrence of an intramolecular reaction) needs to be
represented in 3D format. Corrections on bond lengths and angles are thus needed as typical
MD simulations focus on a basic number of reaction possibilities for the bulk and thus well-

connected part of the network material.

In this section, the specific details of the communication between both computational methods (first
part and second part of the Supplementary Methods section) are provided, starting from three
flowsheets and a conceptual figure on (reaction event) stochastic sampling that are included as
Supplementary Figure 1-4 and which cover (i) the main consecutive steps in the underlying numerical
algorithms through the introduction of labeled boxes (A to N) and (ii) the input parameters of which
some need to be updated along the simulation. Notably Supplementary Figure 2 is embedded in
Supplementary Figure 1, and Supplementary Figure 3 in turn in Supplementary Figure 2. We have thus
two links with the first from Supplementary Figure 1, being the core kinetic Monte Carlo (kMC)
algorithm, to Supplementary Figure 2, which allows to retrieve molecular information on individual
connectivities, bond lengths, bond angles, and dihedral angles for a molecule selected. In Supplementary
Figure 2, we differentiate between ideal and non-ideal structural network elements, which can be
automatically verified as the kMC algorithm allows to determine whether a given network molecule has
locally structural defects due to internal loops or not. For the ideal structural elements that are thus
thermodynamically stable we utilize the second link thus the one going from Supplementary Figure 2 to
Supplementary Figure 3, which contains the detailed MD computational steps. For the non-ideal

elements we have in Supplementary Figure 2 an extra modification, as explained further.

In the present work, as discussed in detail in the Supplementary Discussion, we follow a general
approach for the determination of the aforementioned kinetic input parameters for all three chemistries,
with in a first phase the consideration of reaction conditions in which we have no impact of diffusional

limitations or viscosity effects. This can be the consideration of lower synthesis times for actual network



synthesis or the direct examination of intrinsic kinetics with monofunctional analogues. In a next phase,
we use the already determined chemistry kinetic parameters as input in a detailed network kinetic model

to tune the remaining diffusional limitations related parameters.

For illustration purposes, in this Supplementary methods section, focus is on batch isothermal chemistry,
hence, all reactants are present at the start of the polymer synthesis and no temperature variations are
allowed. The algorithms are however easily extendable to semibatch and non-isothermal operation
modes, following the principles as outlined in our previous work on chemical kinetics for linear
copolymers.t* Alongside the aforementioned two parts with the first part covering the details of
computational method 1 and the second part the details on computational method 2, a third part is
included in the current section addressing the a posteriori calculation of molecular properties. For each

part, a new page is commenced.



The main steps of the matrix-based kMC algorithm or thus the main principles of Computational

method 1 (Part 1 of the Supplementary Methods section) are shown in Supplementary Figure 1,

employing boxes that are labeled by a capital letter ranging from A to | to facilitate the description of
the method. A link is made to Supplementary Figure 2 based on the box with Label | in Supplementary
Figure 1. This box addresses the feature to plot detailed simulation results at the aforementioned plotting
times (tpior,i values), including the possible linkage with the MD simulation results (Computational

method 2) to enable a 3D visualization of individual (network) molecules.

The matrix-based kMC algorithm Supplementary Figure 1 starts at t = 0 s. The associated input
parameters are highlighted in the box with Label A. The algorithm requires (i) a list with all reaction
types or so-called MC reaction channels as defined based on FGs with the total number of reaction types

abbreviated as totnr: and a single MC reaction channel as v; (ii) the functionalization degrees (fd values)

of the monomers or building blocks enabling crosslinking (e.g. bi- or trifunctional monomers; fd value
of 2 or 3 respectively); (iii) the polymerization temperature (T,) and pressure (pp); (iv) a list of all
intrinsic Kinetic (e.g. Arrhenius) and molecular diffusion (e.g. free volume theory; FVT) parameters,
with the former enabling the calculation of the intrinsic rate coefficients, i.e. the Kenem Values, and the
latter the calculation of the (molecular) diffusion rate coefficients, i.e. the kg values; (v) the initial
concentrations (initial C values; thus Co values); (vi) the initial total number of molecules (nwt0) allowing
to calculate the initial MC simulation volume Vo; (vii) the total simulation time (tw:) and the plotting
times (tpiori; =1, 2, ...); and (viii) the initial physicochemical properties, e.g. the initial individual

densities (po values) and the molar masses of all molecule types (MM values).

Note that nt0 Should be sufficiently high to enable a stochastically correct representation of the chemical
kinetics. This can be tested by its gradual increase until numerical convergence is reached (example:
Supplementary Figure 16) in line with previous kMC simulations on the synthesis of linear or slightly
branched (co)polymers.>® For the reaction types a distinction can be made between several main and
side reactions, which is a strong point of kinetic modeling approaches in which easily a high number of
reaction types can be considered (e.g. up to 100).”# It should be stressed that the kcnem Values in the box

with Label A are defined based on the FGs involved and are denoted as single-event chemical rate



coefficients (cf. Fig. 2a in the main text). Hence, if a molecule contains four FGs of the same chemical
composition it can react four times with the same kenem Value provided that there is no effect of the local
environment (case of one reaction type with four reaction possibilities) or with four different kenem Values
if the opposite is valid (case of four reaction types each with a single reaction possibility as the presence
of already reacted FGs now matters upon a further modification of the chemical environment around the
CP). To allow for a realistic value of tot,« and thus the overall number of kinetic parameters (cf. 2
Arrhenius parameters per reaction type and several related molecular diffusion parameters) we perform
lumping (e.g. Supplementary Figure 8-10) but still ensuring a sufficient representation of (groups of)
reactions with an essential different (intrinsic) reactivity or leading to the creation of essentially different

chemical structural (network) elements.

Examples of input variables according to this ordering from (i)-(vii) for the box with Label A are
provided in Supplementary Table 1-3, selecting the three network syntheses considered in the main text.
Chemistry 1 corresponds to organosilica network synthesis, chemistry 2 covers epoxy-amine curing,
and chemistry 3 focuses on Diels-Alder reactions. Note that inter- and intramolecular reactions are
considered separately as they are respectively bimolecular (intermolecular) and unimolecular

(intramolecular) reactions, leading to different structural elements.

Upon providing all input parameters in the box labeled A an initialization is performed as highlighted
in the box with Label B, e.g. all the elements of matrices associated with the composition of network
molecules (so molecules with connected CPs) are given a value of 0 as ho network molecules are present
yet. Also based on the input in the box labeled A, the initial number of molecules and concentrations of
all molecule types (example given in Supplementary Table 1; organosilica synthesis case) are calculated

as well as the individual initial numbers of FGs.

In the next box labeled C in Supplementary Figure 1, we calculate at a given time t (first entry at t=0s;
later on entries per (stochastic) time step t) the so-called microscopic Monte Carlo (MC) rates for all
individual reaction types (Rwmc,i; i=1, ..., totnrr). These rates are by definition expressed in s and thus
highlight how many times the reaction type is (mathematically) expected to occur per second. This

implies that for intermolecular reactions a correction for the simulation volume V is made, reflecting
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that for a given number of reactants intermolecular reactions are less likely for larger volumes. This
explains why kenem Values are translated into kmic values to enable a reaction rate calculation as a turn
over frequency, e.g. kmic=Kcnem (VNa)* for an intermolecular reaction, with Na the Avogadro number.
Also correction factors are employed if the reactants are distinguishable species or not (factor 2 omitted
or incorporated in the denominator of kmi).>*! Note that for a given reaction type chain length
dependencies can be relevant as well. At this stage, a representative reactivity is considered for the
complete population with as explained below a continuous correction (so reaction by reaction event) for

chain length dependencies ones the actual individual species need to be selected.

Moreover, as explained in the Supplementary discussion, in general, Kehem Values for intermolecular (thus
bimolecular) reactions need to be replaced by values for apparent rate coefficients (kapp values), which
implies for the example above that kmic=Kapp (VNA)™ and thus apparent MC rates can be observed in
practice.!?!® These kapp Values are needed to account for a possible influence of diffusional limitations
thus a deviation from intrinsic reaction rates (cf. Fig. 3b in the main text), as the observed reactivity
related to a given reaction type can be codetermined by both the intrinsic reactivity and the diffusivity
of the reactants and their FGs involved, taking into account the increasing dynamic viscosity of the
reaction mixture (1) upon progression of the network formation. For extremely slow diffusivities (low
diffusion coefficients; low D values), the rate determining step can even become the (intermolecular)
diffusion rate coefficient kg (Supplementary Equation (6)) which is the counterpart of Kenem in the
equation to calculate kspp (Supplementary Equation (5); also included in box C in Supplementary Figure
1). For the calculation of kgitr chain length dependencies are highly expected,'*> with a slower diffusion
for larger species. A different mobility is also expected for macrospecies containing a different amount
of CPs. In general, at higher polymer network yields one can expect a strong impact of diffusional
limitations for intermolecular reactions on the observed kinetics. This aspect is often ignored even in
kinetic modeling studies although more recent conventional so not matrix-based KMC simulations on
network formation already proved that such limitations are crucial to fully grap the kinetics at larger t
values.!® Furthermore, it is well-known that for the accurate description and design of the synthesis of

linear polymers diffusional limitations need to be accounted for.}"!® For illustration purposes



Supplementary Figure 18 (organosilica case) highlights the relevance of diffusional limitations toward
higher polymer network yields for intermolecular reactions by formally altering the apparent rate
coefficients so by performing a sensitivity analysis. For intramolecular reactions possible diffusional
limitations are also accounted for but this is done in a separate box labeled F in Supplementary Figure

1, as explained further and with a similar sensitivity analysis included in Supplementary Figure 19.

Based on the total (apparent) MC reaction rate (Rwmc.wt), Which is sum of the (apparent) MC rates for all
the reaction types (Rmc,; =1, ..., totar,t)), the stochastic time for the next reaction type to be executed (t
introduced above) is subsequently calculated in the box with Label C in Supplementary Figure 1. For
this purposes a random number r; is considered as put forward in the original Gillespie algorithm® so
that the computational results at t= t+t are generated based on the MC reaction rates at t. Note that for
sufficiently high total reaction rates the reactions are almost executed immediately (low z), whereas
toward the end of the chemical process a (slight) delay is accounted for. Then in the box labeled C the
microscopic (apparent) MC rates for the reaction types are converted into reaction type probabilities
(Pwmc,i; i=1, ..., totarr). From these probabilities a cumulative probability curve is constructed, as
illustrated in Supplementary Figure 4 again selecting the organosilica network synthesis case with for
illustration purposes only the 6 reaction types from Supplementary Figure 5. In the latter figure, there is
no distinction between inter- and intramolecular reactions and it is assumed that reverse reactions are
kinetically relevant. Hence, the 6 reaction types in Supplementary Figure 5 correspond to 3 chemical

processes labeled as (1), (2) and (3) in this figure.

The next box labeled D in Supplementary Figure 1 addresses a second random number generation
(random number ry) to select the reaction type taking place at t + 1, based on the cumulative curve
generated in the box labeled C, as illustrated by y-axis random sampling in Supplementary Figure 4 and
in agreement with the original method of Gillespie.® This random sampling on the y-axis generates a
number between 0 and 1 (here 0.15) with reactions characterized by a higher probability more favored,

highlighting the correct relation between the random selection and the reaction probabilities at each t.

The next step is the stochastic identification of the reactants involved so the determination of the actual

species containing the FGs linked to the microscopic MC rates. If the reactants contain already reacted
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FGs the box labeled E is subsequently considered. To set the mind one can focus here on reaction type
3 in Supplementary Table 1 (intermolecular water condensation in organosilica synthesis, hence, the
reaction of two OH FGs located in two different (network) molecules containing several or at least one
OH FG). One first stochastically selects a first FG A (so first OH) out of the total population of such
groups using a functional group binary sampling tree (Part 1 in box E in Supplementary Figure 1). The
use of trees to store structural information has been previously put forward in the field of polymerization
kinetics at Ghent University and by collaborators.?*2 Each leaf node (bottom row of the functional
group binary sampling tree) represents a (network) molecule and the number stored is the amount of
free (available/unreacted) FGs in that specific molecule. Also a functional group sampling matrix is
considered (Part 2 in box E in Supplementary Figure 1), which contains a number that locates the
specific FG in the key composite topology matrix. The latter matrix, which is updated in the box labeled
G and which contains numbers highlighted in the same color (orange) as the functional group sampling
matrix to visualize the link with box E, contains for all molecules in the kMC volume the individual
connectivities and compositions and specifically stores the local chemical environment around the
selected FG. Similarly one can use the sampling tree and matrix to select the possible second FG B (so
selection of the second OH for the same example from before; Part 3 in box E in Supplementary Figure
1). It can be automatically checked if this second group belongs to another molecule as required for the
example of an intermolecular reaction. For an intramolecular reaction one can have automatically the

opposite check so one is able to ensure a selection of two FGs from the same molecule.

As explained above there is a direct link between the box labeled E - with the selection of FGs of
multifunctional reactants based on reaction probabilities - and the box labeled G covering the update of
the overall network chemical make-up due to the former selection(s). Here the core of the matrix-based
kMC algorithm is located as the composite topology matrix stores the composition of all segments
(matrix T in the middle) and the connectivities of all segments with respect to the CPs (two vertical
arrays left and right of the former matrix; CA: and CA,). Note that this combination of a matrix and two

arrays, as introduced in the present work, explains the use of the concept composite matrix. For



intermolecular crosslinking, the created segment is highlighted by explicitly updating that it is now

connected between two CPs (now non-zero values in CA; and CAy).

For intramolecular reactions, a direct update of the box labeled G is not done but first it is checked (box
labeled F in Supplementary Figure 1) if the selected FGs are sufficiently close to each other so that such
reaction can physically occur, i.e. the intramolecular diffusion of the selected FGs in the selected
molecule is sufficiently fast to bring these groups at reaction distance ¢. For this a fundamental distance
rule is applied, as explained in the Supplementary discussion and with the key formula depicted in the
box labeled F in Supplementary Figure 1. If the selected FGs are not suited two new FGs are selected
and thus the algorithm goes back to the box with Label E. Upon evaluation of the running algorithms

the number of redirections is very limited, highlighting the relevance of this approach.

The next box H in Supplementary Figure 1 covers the update of the number of molecules and
concentrations so that one is able to update the reaction probabilities (switch from t to t+rt, the latter
becoming the new t) as defined based on the reaction types. Note that such update can be done without
the update of the composite topology matrix in case the reaction type selected involves basic reactants
(e.g. a conventional initiator dissociation in hydrogel synthesis). Before doing this update, which relates
to the closing of the main internal loop in Supplementary Figure 1 (so back to the box labeled C), it is
checked if one wants to plot (thus at one of the input plotting times; tyoi values) intermediate
concentrations (e.g. the concentrations of several types of molecules such as monomer, dimer, and
network molecules with for instance x crosslinking points) or to plot the structure of the individual
network (or remaining initial/branched) molecules (box labeled I in Supplementary Figure 1) at the
selected t. The closing of the main internal loop in Supplementary Figure 1 is ended if the final synthesis

time (input parameter ti) is reached (end element in flowsheet in Supplementary Figure 1 on top left).

As indicated in Supplementary Figure 1, the details of the additional plotting features of the box labeled
I are covered in Supplementary Figure 2. Here we have the possibility to focus on different levels of
molecular detail in view of the desired application (cf. the consecutive plotting questions in the left panel
of Supplementary Figure 2). Note that one can decide to simply plot conventional kinetic information

and not to depict 2/3D structures, e.g. one can focus on a so-called univariate description of a distributed
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property, e.g. the molar mass distribution (MMD) with the variate being the total MM for a molecule
type or all types together. A derived (average) characteristic can be the number or mass average molar
mass (M, and Mr). The bivariate analogue of an MMD is not limited to a differentiation based on only
MM but adds also the variation of e.g. the average content of a certain comonomer type so that focus
can be on the copolymer composition — MMD. Alongside univariate or in general multivariate
characteristics, the individual network molecules can be represented in 2D or 3D format. The former
can be directly performed based on the information of the composite topology matrix from the kMC

simulations, whereas the latter requires the input from e.g. MD simulations (see details in next part).

In order to visualize the 2D and 3D network structure of individual molecules in Supplementary Figure
2 (box I in Supplementary Figure 1) the external programs Gephi and GaussView have been used.?? 23
To facilitate the communication with these programs the information stored in the composite topology
matrix is translated in other matrix formats, as highlighted by the box labeled J in Supplementary Figure
2 for 2D visualization, and the boxes K and L in Supplementary Figure 2 for 3D visualization. For 2D
visualization, a list of connected nodes and edge lengths needs to be obtained. A label is given to the
(remaining) FGs (e.g. the label A and B) according to the types of FGs (or the types of moieties
containing a certain FG). The list is saved and used as input file for Gephi. For 3D visualization, internal
coordinates need to be determined and stored for the composition of every network molecule (box
labeled K in Supplementary Figure 2). For every atom or atom group in each molecule (e.g. the (atom)
groups A or B), it needs to specified to which other atom(s) or atom group(s) it is connected, while
acknowledging the chemical nature of CP thus the chemical structure of the moiety defining CP (e.g.
C). Also bond lengths, bond angles and dihedral angles need to be identified (box labeled L in
Supplementary Figure 2). As highlighted above starting/default values based on basic statistical

distributions can be used.
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In computational method 2 (Part 2 of the Supplementary Methods section) the aforementioned bond
lengths and angles for box L in Supplementary Figure 2 follow from MD simulation results (box labeled
M in Supplementary Figure 2) of which the general principles are outlined in Supplementary Figure 3,
focusing on the organosilica network case with the application of the Large-scale Atomic/Molecular
Massively Parallel Simulator (LAMMPS), as previously done by Stanford University.?*2°> Upon proper
manipulation of the raw MD data (cf. Supplementary Figure 3a) distributions of bond lengths and
bond/dihedral angles (examples at bottom right of Supplementary Figure 2) can be generated that define
thermodynamically feasible configurations (cf. Supplementary Figure 3b). As for the selection of
chemical reaction types (box labeled D in Supplementary Figure 1), cumulative distributions (cf.
Supplementary Figure 4) are constructed and additional random numbers are used to stochastically
deliver the lengths and angles per atom (group) in the selected network molecule. Again more likely
lengths and angles are automatically selected as the original Gillespie principles®® are followed

although now for a molecular property distribution.

In Supplementary Figure 3b it is shown in detail how the aforementioned distributions on bond lengths,
and bond and dihedral angles are obtained from the output of LAMMPS that describes the equilibrated
molecular network structure. The simulated annealing approach is used to generate the model molecular
network, in which the NPT ensemble is performed on a cubic simulation box with periodic boundary
conditions that contain randomly distributed precursor main building blocks (e.g. Si, Si-C-C-Si) and a
certain number of free oxygen atoms to achieve a desired level of condensation degree which can at
most reach unity. Typically, simulations are done with three different initial random distributions of the
precursor main building blocks and free oxygen atoms and average final distributions of bond lengths,
bond angles and dihedral angles are calculated. However, it is challenging to achieve a full network
condensation in experiments due to steric hinderance effects, thus the model networks are formed such
that the condensation degree is lower than unity. Likewise, condensation degree is set to be around 0.9
for the fully dense silica network model used in this study. NPT dynamics is preferred as it enables
pressure control and volume relaxation depending on the network connectivity or the type of precursors

used to generate the system. Harmonic bond length and bond angle potentials are defined for the bonded
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interactions between the atoms that belong to a precursor molecule. Dihedral potential parameters are
modeled with the OPLS potential function. All bonded interaction parameters were generated through
ab-initio bond, angle and dihedral angle energy scans completed in GaussView. In the case of a silica
network, no bonded interactions are defined. Hydrogen atoms are implicitly modeled with the united
atom approach.

First a soft potential is applied to prevent the presence of overlapping atoms in the simulation box that
has randomly distributed precursors and oxygen atoms. Simulated annealing starts after the soft potential
is completed at which the temperature of the system is decreased linearly from 12000 K to 6000 K over
10000 one-femtosecond timesteps, and then from 6000 K to room temperature (298 K) over 100000
one-femtosecond timesteps. Similarly, the pressure of the system is decreased linearly from 90000 bar
to 60000 bar over 10000 one-femtosecond timesteps, and then from 60000 bar to 1 bar over 100000
one-femtosecond timesteps. The system is then relaxed at room temperature and pressure for another
20000 one-femtosecond timesteps to obtain the final equilibrated (ideal) network structure. An empirical
Stillinger-Weber potential is used to define the non-bonded interactions during the simulated annealing
process.?*? The potential parameters for the empirical Stillinger-Weber potential field were calibrated
based on the NMR spectra results obtained from experimentally synthesized glasses. Stillinger-Weber
potential enables accurate modeling of both two body and three body terms in the network (i.e. Si-O
bonds and Si-O-Si and O-Si-O bond angles). The potential parameters for the interaction between the
non-bonded atoms were calibrated to be repulsive. Radial distribution functions and bond/angle

distributions of the final equilibrated networks match well with experimental values.?*2°

The temperature and pressure schedule, as well as the number of time steps were all calibrated to achieve
the lowest energy configuration that will yield a density within 5% of the experimental values. Once the
structure is equilibrated, an adjacency matrix is formed through post processing representing the
connectivity of the network. Via a loop over the adjacency elements, e.g. bond pairs, triplet of atoms
and groups of four atoms are identified and grouped based on their types. The corresponding bond

distance and angles (bond/dihedral) are then jointly represented by the introduction of distributions.
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As indicated above, the MD calculations relate to the 3D structure of ideal bulky (so well- thus strongly
connected) network elements and thus not to e.g. the non-ideal structural elements related to
intramolecular reactions and consequently loop formation. As every connectivity is stored in the
composite topology matrix in the KMC simulations (box G in Supplementary Figure 1) one knows if the
selected structural element is due to an intramolecular reaction and thus a proper correction can be made
in the box labeled N in Supplementary Figure 2 regarding the angles and lengths under non-ideal
configurational conditions. The reasoning behind these corrections is covered in the Supplementary
discussion (see examples in Supplementary Table 5: organosilica case). The final internal coordinates
are saved in a file per network molecule. Upon repeating the loop (Nmei=Nmoi+1) containing the boxes K,
L and M in Supplementary Figure 2 until the total number is reached Nmoi =Nmol.ot all the required files
are generated and can be directly used as input files for GaussView. Also the remaining linear/loosely

branched molecules can be depicted if desired.

It should be repeated that in case no reliable MD data are available for a given network polymer
chemistry one can use typical average lengths and angles from literature or use simplified Gaussian
distribution around these typical averages (alternative or default input for box M in Supplementary
Figure 2). In a broader context, at any moment progress in the MD field (e.g. on polymer-solvent
interactions) can be translated to the generic multi-scale platform in the current work as only input files
are required (cf. the plug in of Supplementary Figure 2 in the flowsheet represented by Supplementary
Figure 1). This illustrates the long-term potential of the development tool, highlighting the relevance of

combining research from the fields of chemical kinetics and physics.
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For the a posteriori calculation of a broad spectrum of molecular properties (Part 3 of the

Supplementary Methods section) the information stored in the composite topology matrix can be

employed as well. Here we can focus for instance on the molecular pore size distribution (mPSD). In
the present work, the starting point is the algorithm developed by Johnson,? which is an optimization
of the algorithm developed by Tiernan? in terms of time complexity. This algorithm was originally
employed to generate the complete set of closed elementary trajectories in mathematical graphs,
implying the presence of each CP only once. First, a so-called mPSD connectivity matrix is constructed
out of the composite topology matrix (box labeled G in Supplementary Figure 1), summarizing only
connectivities between all CPs, i.e. for every CP it is stored to which other CPs it is connected and what
the corresponding segment length is. Subsequently, a process of path extension is conducted identifying
for every path whether a closed trajectory or molecular pore is formed, while making sure that all paths
of each network molecule are elementary and only considered once. A list of all molecular pores (thus
number frequencies) in terms of the number of CPs included and the corresponding molecular pore sizes
result, which can be translated in a straightforward way to the mPSD (example: Figure 3 (bottom layer)

in the main text).

Another example is the calculation of the hydrophilicity, as used in Figure 3a in the main text (chemistry
1). Hydrophilicity is defined in this work as the fraction of hydroxyl (OH) groups at the surface of the
network molecules. This macroscopic property is calculated using density-based outlier detection.? In
this method, the density of each hydroxyl group is compared to the density of its neighboring atoms/atom
groups. A hydroxyl group is identified as being at the surface (an outlier) if its density is relatively much
lower than that of its neighbors. Density is defined as the number of atoms/atom groups within a certain
distance of the atom/atom group under consideration and can be calculated based on the (x,y,z)
coordinates of each atom/atom group from the 3D visualization. This procedure is applied to a
representative number of network molecules and the hydrophilicity is calculated as the average fraction

of hydroxyl groups at the surface.

Examples of other derived more conventional distributed properties are given in Fig. 4 in the main text

and Supplementary Figure 20.
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Supplementary Discussion

As highlighted in Supplementary Figure 1 (box labeled A) we need input parameters to run the matrix-
based kinetic Monte Carlo (kMC) simulations (Computational method 1; full details in the
Supplementary Methods section above). Some of these input parameters need to be updated along the
kMC simulation so from synthesis time t = 0 s to the final synthesis time t=t.:. For example, diffusion
coefficients (D values) as required for the calculation of diffusional rate coefficients (kg values; box
labeled C in Supplementary Figure 1) are a function of the (network) polymer yield or the dynamic
viscosity of the reaction mixture (1), and need to be updated upon the execution of reaction events (box

labeled H in Supplementary Figure 1).

In what follows, the main aspects of the calculation of input parameters are highlighted focusing
consecutively on (i) chemical rate coefficients (kchem Values; parameter set 1) as needed to reflect the
competition between main and side reactions on the intrinsic level; (ii) apparent rate coefficients (Kapp
values; parameter set 2) as needed to correct for possible diffusional limitations so updating Kehem Values
by kapp Values; (iii) diffusional rate coefficients (kaitr values) and diffusion coefficients (D values; both
parameter set 3) to enable the calculation of the aforementioned kapp Values, and this all (so (i)-(iii)) for
bimolecular thus intermolecular reactions. Finally, the focus is shifted to the parameters for the kinetic
representation of unimolecular thus intramolecular reactions (parameter set 4), covering both the
chemical and diffusional contributions, including for the latter contribution the explanation of the

distance rule (box F in Supplementary Figure 1).

During the discussion regarding parameter set 1 also the detailed explanation of the synthesis and
analysis procedures is included. Moreover, we follow a generic approach with first emphasis on the
lower network synthesis times or the deliberate use of monofunctional analogous to enable the
determination of chemistry related parameters without bias due to diffusional limitations. Once these
chemistry related parameters are available they are utilized as fixed parameters in a detailed network
kinetic model to describe large time network synthesis data to further tune the diffusional limitations

related parameters. Hence, the current work has an inherent mitigation regarding parameter correlation.
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Parameter set 1 (Kcnem Values; intermolecular reactions) is determined for the three network chemistries
in the main text based on the experimental data in Supplementary Figure 11 and 12 (network chemistry
1; organosilica case; main focus in the main text with results displayed in Figure 2, 3 and 4a),
Supplementary Figure 13 (network chemistry 2; epoxy-amine curing; results in Figure 4b in the main
text), and Supplementary Figure 14 (network chemistry 3; Diels-Alder chemistry; results in Figure 4c
and 5 in the main text). For the three chemistries the focus is first on parameter tuning based on
experimental data that are recorded at small times with negligible or at most a minimal impact of side
phenomena such as diffusional limitations or intramolecular reactions or experimental data based on
monofunctional systems. Literature data are used for network chemistry 12° and for the other two

chemistries own data are reported in the present work (cf. Methods section in the main text).

In what follows we discuss in detail the determination of the kinetic parameters for the three chemistries.
For readability for each chemistry a new page is started. Also the future plans and potential with regard
to expansion of experimental data sets are included, further demonstrating the general applicability of

the developed approach.
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For parameter set 1 for network chemistry 1 (organosilica synthesis case; main case; start tetraethyl
orthosilicate; TEOS), the general reaction scheme ignoring at this stage intramolecular reactions is given
in Supplementary Figure 5 and is constructed around three reversible chemical processes denoted as (1),
(2) and (3). It consists of hydrolysis (substitution of OH by OR; reaction 1 (forward) in Supplementary
Figure 5), re-esterification (reverse hydrolysis reaction; reaction 1 (reverse) in Supplementary Figure 5),
water-forming condensation (Si-O-Si bridging based on Si-OH and Si-OH merging; reaction 2 (forward)
in Supplementary Figure 5), hydrolysis of siloxane bonds (reverse of water-forming condensation;
reaction 2 (reverse) in Supplementary Figure 5), alcohol-forming condensation (Si-O-Si bridging based
on Si-R and Si-OH merging; reaction 3 (forward) in Supplementary Figure 5), and alcoholysis (reverse
of alcohol-forming condensation; reaction 3 (reverse) in Supplementary Figure 5). Note that in case the

presence of reacted FGs matters many kenem Values need to be determined, namely 24 (4 times 6).

For illustration purposes, in the present work, we work at low pH thus acidic conditions for the
organosilica case, considering the experimental data from Pouxviel et al.?® The experimental procedure
and conditions, starting with TEOS (R: ethyl group; Et) are summarized in the Methods section in the
main text. Experiments are first analyzed for a small timeframe (up to 3 h; data in Supplementary Figure
11) compared to the gelation (thus network) timeframe (extra experimental data in Supplementary
Figure 12a). This limitation in time is ideal to determine kcrem Values based on a simplified kinetic Monte
Carlo (kMC) model without the need to take into account diffusional limitations and the explicit network
molecule topologies (no box G needed as in Supplementary Figure 1). These small-time experimental
data are depicted as symbols in Supplementary Figure 11, with Qa(b,c) denoting a moiety with a Si atom
with a bridging oxygen atoms, b OH ligands, and ¢ OEt ligands. Supplementary Figure 11a focuses on
the reactants and products of the first hydrolysis steps and Supplementary Figure 11b on the
condensation product variations as a function of t. Supplementary Figure 11c focuses on overall FG

|29

characteristics. Following the work of Pouxviel et al.~ a hydrolysis (h) and condensation (c) ratio are

considered, as defined by:

h= 4X, (1)
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_ Xq, +2Xq, +3Xq, +4Xq,
4Xs;

c )

with X.on the number of OH groups, X.o. the number of bridging oxygens, Xsi the number of Si atoms,
and Xoi the number of Si atoms with i bridging oxygens. As also depicted in Supplementary Figure 11c
from the varying h and c¢ values the evolution of the number of OR (zor) and OH (zon) remaining FGs

can be obtained:

c
TOR:]-_h_E 3)

c
Ton =h-7 (4)

In Supplementary Figure 8a, it is shown how we track the organosilica species types (the Q species
introduced before) during the small time kMC simulations to tune the majority of the kchem Values based
on the experimental data in Supplementary Figure 11. Information about the ligands of each Si atom is
stored in a so-called composition of building blocks (BB) matrix covering in the first column the number
of bridging O atoms, in the second column the number of OH ligands, and in the third column the
number of OEt ligands. In Supplementary Figure 8b, it is shown how we lump the individual hydrolysis
and condensation reactions into 6 reaction types. As explained below not 24 kehem Values are needed but
a determination of 7 kerem Values (6 forward rate coefficients and 1 reverse rate coefficient) suffices for
the timeframe considered that is well below strong gelation, as explained above. These Kehem Values are

reported in Supplementary Table 1 and their determination is discussed in the next paragraphs.

Previous kinetic studies®®3! have showed that alcoholysis and hydrolysis of siloxane bonds are mainly
important under basic conditions and can therefore be ignored in alcoholic solutions at low pH. There
is thus no need of the consideration of the reverse reactions for chemical processes (2) and (3) in
Supplementary Figure 5 in the present work. In other words, we a first sight go from 6 unknown Kchem
values to 4. It has also been highlighted that the hydrolysis in alcoholic solutions (chemical process (1)
in Supplementary Figure 5) strives for equilibrium. Such hydrolysis occurs with a transition state with
Sn2-type character,® with in the forward direction the water molecule attacking from the rear and

acquiring a partial positive charge. Notably, preliminary parameter tuning highlighted that the reverse
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hydrolysis can be neglected for the smallest times. A shown in Supplementary Figure 12a we can focus
at experimental data up to 3 h to avoid the impact of the reverse reaction of process (1). This observation
apparently lowers the number of kehem Values from 4 to 3, at least at these smallest times as covered in
Supplementary Figure 11. There only forward reactions need to be considered. However, the (forward)
hydrolysis rate coefficient is dependent on the type of ligands on the Si atom. That is why correction
factors (fs, f3, f> and f1), as defined in Supplementary Figure 8b, are introduced. So at low times we need

to eventually determine 6 forward rate coefficients.

Note that the subscript for f corresponds to the number of remaining OEt groups, explaining the reverse
ordering starting with 4 for the original TEOS molecule. For the condensation reactions, which
mechanistically involve the attack of nucleophilic protonated silanols on a neutral silicate species,
lumping is although afforded. This increases the number of kchem Values to be determined (and thus the
number of reaction types) only from 3 to 6 for the smallest times. The values of the aforementioned 4
correction factors are determined by the interplay of steric and inductive effects and follow from a
comparison of modeled and experimental data, as the Si NMR spectrum in Supplementary Figure 11a
exhibits five peaks with different t locations of the maximum values, corresponding to the initial TEOS
monomer Qo(0,4) and the four silanol species Qo(1,3), Qo(2,2), Qo(3,1), and Qo(4,0). Consistent with the
hydrolysis mechanism, the hydrolysis rate is increased by substituents which reduce steric crowding
around Si, e.g. by replacing the first OEt of TEOS by OH one obtains f; > fs. Electron withdrawing
substituents (-OH) destabilize however the positively charged transition state under acidic conditions
therefore decreasing the further hydrolysis rate and explaining why for the subsequent substitutions one
observes f; > f, > fi. This reducing effect is although still limited so that it still holds that f; > fs. The
relevance of this differentiation based on f values is additionally highlighted in Supplementary Figure
11d which clearly shows that with equal f values (dashed line) the relative experimental positions of
species types in Supplementary Figure 11a cannot be explained. Furthermore, it has been reported that
the water-forming condensation rate is larger than the alcohol-forming condensation rate, explaining

the larger Keonaw Value compared to the Keong,a Value in Supplementary Table 1.
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If we in a next step focus on the time evolution of the hydrolysis ratio h at larger times in Supplementary
Figure 12a (e.g. from 3 hours onwards), it follows that its value decreases, while the condensation ratio
c value keeps increasing. This shows that at sufficiently larger reaction times, the reverse hydrolysis
reaction starts to play a role. The rate coefficient of this reesterification reaction is determined from the
large-time data in Supplementary Figure 12a and represents the 7" and last intermolecular Kenem Value in
Supplementary Table 1. The relevance of this extra reactivity is highlighted in Supplementary Figure
12b (mismatch with dashed lines). Note that these large-time data are also used to describe the
intramolecular reactivity (focus although on other responses; full vs. dashed lines Supplementary Figure

12c¢-d), as explained in the discussion of parameter set 4.

It should be stressed that parameters values in Supplementary Table 1 are in agreement with literature
data?®%® but are of a greater level of detail with respect to the state-of-the-art. There f values of 1 are
mostly considered and the water- and alcohol-formation condensation reactivity are mostly the same.
Thanks the stepwise consideration of certain experimental reponses or the specific time variation for
such an experimental response we are capable to have such detailed chemistry related Kinetic
parameters. Note that in future work it is also interesting to further record experimental data as in
Supplementary Figure 11 and 12 for other precursors than TEOS. Currently we are doing so to further

study the relation of the material level with the molecular level.

It can be concluded that for the first network chemistry considered (the organosilica case) the
simultaneous consideration of all experimental data in Supplementary Figure 11a, Supplementary
Figure 11b, Supplementary Figure 11c (and Supplementary Figure 12a) allows to extract 7 reliable
intermolecular kenem Values. An excellent agreement between experimental and modeled data is obtained
in Supplementary Figure 11a and Supplementary Figure 11c. The match seems at first sight somewhat
less in Supplementary Figure 11b but one should realize that a kinetic model can inherently correct for
experimental inconsistencies in case the overall data set (so all experimental points in Supplementary
Figure 11) is sufficiently large. This strength has also been recently demonstrated by Van Steenberge et

al.* regarding the simulation of dispersity values in the synthesis of linear copolymers. To make the
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larger uncertainty for the experimental data in Supplementary Figure 11b more clear we also included

larger error bars here.

It is further mentioned here that besides Supplementary Eq (1)-(4) one can also put forward a

conventional product yield for the organosilica case, as used in the top part of Figure 3 in the main text:

2X_p_

Yield =
ie 25,

(%)

Note that on overall basis a successful crosslinking is associated with a loss of an O atom through the
formation of solvent, explaining the extra 2 in the nominator. For example grouping process (1) and (2)
in Supplementary Figure 5 leads to 2 alkoxysilanes and 1 water molecule going to one desired —O-
crosslink and 2 ethanol molecules. An extra solvent molecule with an extra O is thus created justifying
the introduction of the extra 2, as the product yield is defined with respect to the targeted network
molecule. Upon comparison of Supplementary equation (5) and Supplementary equation (2), it can be

seen that the condensation ratio c actually represents the yield.
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For parameter set 1 for network chemistry 2 (epoxy-amine curing case), the general reaction scheme is
provided in Supplementary Figure 6 and consists at first sight of only 3 reaction types (focus on only
intermolecular reactions as for network chemistry 1 at this stage). The basic reaction of epoxides based
on diglycidyl ether from bisphenol F (DGEBF) with primary and secondary amines involves the addition
of respectively the primary and secondary amino groups of the amine to the epoxy group, with the
simultaneous formation of one OH group, due to opening of the epoxy ring. Analogously with the first
network chemistry f values are thus introduced to compared relative chemical reactivities in a direct
manner. Literature data however indicate that similar (or even the same) intrinsic reactivities are
obtained, leading to a random clicking of epoxy and amine FGs.* Reaction of the epoxy groups with
the OH groups may also occur as a third reaction type (last reaction in Supplementary Figure 6), forming
an ether group. However, this reaction type is mainly important if the amine is present in less than
stoichiometric concentrations.®® In the present work, such conditions are not selected (see Methods

section in the main text and Supplementary Table 2).

Importantly, the OH groups formed by the amine/epoxide addition reaction act as catalytic species,
accelerating the overall network formation and exhibiting the typical course of an autocatalyzed
reaction.®*3* Hence, for the simulation of the epoxy-amine curing autocatalytic reaction types are
additionally used, as secondary alcohols are continuously generated. The OH groups catalyze the
reaction through the formation of a trimolecular complex, which facilitates the nucleophilic attack of
the amino groups. The relevance of this additional reaction pathway becomes clear upon the inspection
of Supplementary Figure 13b. The dashed lines (case without the autocatalysis but aiming at similar
rates) cannot provide the shapes in temporal FG concentration variations as experimentally observed in

Supplementary Figure 13c.

In order to determine the intermolecular kenem Values experiments have been performed of which the
procedure is summarized in the Methods section in the main text. A summary of the obtained chemical
rate coefficients is given in Supplementary Table 2, according to the short notation in Supplementary
Figure 9. The comparison between experimental and simulated data for the time evolution of the

different FGs is represented in Supplementary Figure 13a. An excellent agreement is obtained. Again
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the t values are very low (now minute scale to a couple of hours) to avoid the impact of side phenomena
such as intramolecular reactions (more than a couple of hours). Consistent with the discussion above the
Kenem Values in Supplementary Table 2 are of that relative nature that (i) the autocatalytic effect is
dominant (highest impact with Kpacat and Ksacat), €xcept at the very low t (non-zero value for kpa) at

which no OH is present, and (ii) formation of ether groups is negligible (zero value for Kether cat)-

The parameters in Table 2 are in agreement with literature data® but it should be stressed that curing
kinetics are typically studied in a quite formal way by considering differential scanning calorimetry.
From such measurements one obtains the reaction heat that is translated in (approximate) conversion
data to then use an overall kinetic model to tune less fundamental lumped parameters. This lumped
character becomes further clear in previous models at the higher synthesis time with a very formal
lumping of viscosity effects and not a detailed consideration of individual diffusion coefficient
variations. Many kinetic models therefore only represent the overall conversion as function of curing
time and temperature in a pragmatic manner, while from a fundamental point of view the progress of
the different elementary reactions affects the molecular structure and macroscopic properties. In the
present work, we consider an elementary reaction driven kinetic modeling approach from small to large
synthesis times that this applicable to also other curing systems. Currently, we selected a model diamine
to avoid steric hindrance issues but in general a more complex 3D incorporation pattern is expected.
Novel experimental data are currently recorded and also the expansion to dynamic epoxy-amine

systems, as relevant for recycling of thermosets or self-healing, is planned.

It can be concluded that also for the epoxy-amine curing case (second network chemistry) very reliable
intermolecular kehem Values are obtained, benefiting from high frequency data recording (Supplementary
Figure 13a) combined with kKMC modeling focusing in essence at the disappearance and formation of

FGs at the lower t values, as in the organosilica case (cf. Supplementary Figure 11).
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For parameter set 1 for network chemistry 3 (Diels-Alder synthesis case), the general reaction scheme
(no intramolecular reaction yet) is presented in Supplementary Figure 7 (case with OH bilinker). The
associated kenem Values are listed in Supplementary Table 3, following the FG definitions as outlined in
Supplementary Figure 10 and considering the experimental data in Supplementary Figure 14 (procedure
is summarized in the Method section in the main text). Here we were able to use the monofunctional
analogues for the network formation to determine the associated intermolecular rate coefficient.

These chemical parameters are highly novel as this a quite recently introduced chemistry. In previous
research emphasis was more on the self-healing potential of the network material and less on the its
actual kinetics. In the present work, we selected this case study as a proxy toward drug delivery systems
also considering 50% modification of the OH groups in Fmoc (see in detail in the Methods section in
the main text). Here the long-term goal is to open the chemistry portfolio to both network chemistry

following step- and chain-growth mechanisms and small and macromolecular initial building blocks.
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With the chemical kinetic parameters determined for the three chemistries considered the focus can be

now shifted to the calculation methods of kapp, values (parameter set 2), which covers corrections for

diffusional limitations (still only intermolecular or bimolecular reactions). As explained above, in
polymerization chemistry, bimolecular reactions can become diffusion controlled, which implies that
besides kenem Values we also need to consider (bimolecular) diffusional rate coefficients (Kaitr values)
describing how fast two molecules can diffuse to the reaction distance o to enable the chemical reaction.
In the present work, the fundamental encounter pair modeling approach!®":337 (Supplementary
Equation (6)) is considered in combination with the Smoluchowski theory® (Supplementary Equation
(7)) to calculate the kapp vValue for a given reaction type:

1 1 1
=+ ©®)

kapp kchem kdiff

kairr = 4mN40Dx1 2 (7)

In Supplementary Equation (7), Dxix. is the mutual diffusion coefficient for the considered reaction type
as defined based on the reactants X; and X; containing certain FGs and ¢ is approximated by the Lennard
Jones diameter (see Supplementary Table 1-3). Note that for slow diffusion (Kchem >> Kaitr) We obtain
Kapp=Kairr and for slow chemical reaction (Kchem << Kaitr) We obtain Kapp=Kchem. FOr intermediate cases, Kapp
is determined by both kenem and Kairr, explaining the statement before that in general Kenem Values need to
be replaced by kapp Values in Supplementary Figure 1. For a given reaction type (still intermolecular),
Dxix2 can be obtained by summation of the individual or self-diffusion coefficients:317:3
Dx1x2 = Dx1 + Dx» (8)
so that:

kairr = 4mNyo (Dxq + Dx3) 9)

In the discussion of the next parameter set we address the determination of these coefficients.

26



It is clear that to obtain the kapp values (still intermolecular thus bimolecular reactions; Supplementary
Equation (6)) we need to have the individual diffusion coefficients (parameter set 3; D values) available.
Here an important distinction exists between non-macromolecules (e.g. small monomer molecules) and
macromolecules (e.g. polymeric species with for instance a certain number of monomer units and CPs).
In the present work, D values are calculated based on the well-established free volume theory (FVT)*-
42 with universal scaling laws to account for the switch from non-macromolecules to macromolecules
thus chain length dependencies, as explained in the next paragraphs. Note that at each time step in the
matrix-based kMC algorithm the apparent rate coefficients for the reaction types are updated (box C in
Supplementary Figure 1). If such rate coefficient for a reaction type is chain length dependent, either
intrinsically or on the level of the D value or both, the apparent rate coefficient for a novel sampling is
updated (box C in Supplementary Figure 1) based on the structural information of the last (two)
macrospecies involved (e.g. the last (two) chain length(s); box H in Supplementary Figure 1). Such
approach has already been shown successful in accounting for apparent chain length dependencies for
bimolecular terminations in radical polymerization**4 and enables due to the fast stochastic sampling
of reaction events (small 7 values) to reflect the average apparent reactivity in case chain length

dependencies matter for a reaction type.

According to the FVT theory the D value for a non-macromolecule X in the reaction mixture with Ncomp

components is given at a certain polymer mass fraction w; by:

ZNcomp Wy
Y=1 Mj,y

Ven
Y

in which Vg is the specific hole free volume of the mixture, Dy x an average pre-exponential factor
describing the ease of jumping of molecule X in the hole free volume available for diffusion, Vy the
specific critical hole free volume required for a diffusional jump of X (accessible based on group
contribution methods),**® M;, the molar mass of a jumping unit of component Y (to a first
approximation equal to the molar mass of the non-macromolecule), and wy the mass fraction of

component Y in the reaction mixture. An average overlap factor y is also introduced because the same
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free volume is available for several jumping units. Note that Supplementary Equation (10) reflects the
translational diffusivity of the non-macromolecule selected, as one can safely approximate the global

diffusion as the movement of the theoretical sphere containing/surrounding the non-macromolecule.

The free volume related parameter VFTH follows from a weighted function of the specific hole free volume

VFrHy

of the pure components (y— parameters):
Y
Ncomp
V V
VFH _ z w, FHY (11)
Y = Yy

In practice, we can focus only on those components having the largest mass fractions, typically

Vrny
d Ly

monomer, solvent and polymer. The associate ”
Y

(Y =m,s,p) parameters can be estimated based on

dynamic viscosity experimental data of the pure components (e.g. recorded with rheological
measurements*-*%) and applying regression analysis typically based on a constant expansion coefficient
for the selected temperature interval, which mathematically relates to following temperature

dependency:50-°2

VFH,Y

Yy = Kl,Y(KZ,Y - Tg'y + Tp) (12)

with K;y and K;y — T,y fitting parameters available in tabular format for representative non-

macromolecules alongside estimated values for the pre-exponential factors Do,y.>%2

For the D value of linear macromolecules, chain length dependencies need to be accounted for (switch
from Dx to Dn,jinear Values with n the number of monomer units) and one needs to verify if other diffusion
modes than the translational one matter. In this context, segmental diffusion corresponds to the
reorientation of the actual FGs (or active centers) to execute the chemical reactions once translational
diffusion has brought the theoretical spheres around the polymer coils containing these FGs in contact.
Previous derivations of Barner-Kowollik and Russell** have although indicated that to a first
approximation Supplementary Equation (9) can still be used based on translational D values, provided

that one acknowledges the chain length dependencies and it is evaluated if a so-called reaction diffusion
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term is needed. If two polymer coils are immaobile their center of masses can still change if monomer
can diffuse to the reactive centers. Due to the propagation reaction on an overall basis diffusion can thus
still take place leading to an apparent variation of the translation diffusion coefficient, explaining the
concept of reaction diffusion. This reaction diffusion contribution is proportional to the intrinsic
propagation rate coefficient, the monomer concentration, and the mean-square end-to-end distance of
the complete molecule (< R2 >),%% and needs to be added for the calculation of the apparent rate
coefficient. For the selected chemistries in the present work the length of the linear molecules is although
too small so that we can ignore the reaction diffusion correction. Furthermore, the chain length
dependency of D for linear macrospecies can be normalized with respect to the monomer diffusion
coefficient Dm bearing in mind that a linear macrospecies with a chain length of 1 is similar to a monomer
molecule. Following universal scaling law has been e.g. determined for linear macrospecies: >

D
n,linear 1(0.664+2.02wp)

D (13)

in which Dy is the monomer translational diffusion coefficient which can be calculated based on
Equation (10), as monomer is a non-macromolecule. Note that for low w; values (so low polymer yields
or low t values) a Stokes-Einstein diffusion behavior is reflected (power for n close to 0.5) and for high
w, values (so high polymer yields or high t values) a reptation diffusion mode results (power for n close

to 2).1357

For network (macro)molecules, hence, non-linear molecules Supplementary Equation (13) needs to be
further adapted (switch from Du jincar t0 Dnnetwork mot.) t0 reflect the impact of the number of CPs in the
molecule (N¢), still defining n as the number of monomer units in the molecule. For the translational
contribution, it has been indicated that the presence of CPs decreases the hydrodynamic volume of the
molecules and, hence, increases the translational diffusion coefficient.®® However, the presence of CPs
also alters the segmental diffusion coefficient. As the bimolecular crosslinking reaction is significantly
defined by the mobility of the FGs in the case of network molecules the latter diffusion mode can be

seen at least to a first approximation as dominant and thus one expects on an overall basis a lower
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mobility with an increasing relative number of CPs (ratio of Nc and n). In the present work, following
update is therefore utilized for Supplementary Equation (13):

D,

N
1 (0-664+2.02wp) (q77+1))

Dy network mot. = (14)

Note that in the absence of CPs (N.=0) Supplementary Equation (13) is obtained and q is in general
chemistry dependent with the resulting parameters listed in Supplementary Table 1-3. The q value is
obtained by focusing on the time evolution of kinetic variables (or in the limit macroscopic properties)
at larger times. Specifically for the organosilica case this implies the consideration of the experimental
and simulated data in Supplementary Figure 12. For the epoxy-amine curing case a clear link with the
storage modulus in Figure 4b in the main text is established. A tuned overall value of 7 is proposed in
the present work. Note that at very high yield the number of network molecules goes down and the
number of monomer units up. Also N¢ increases but this is always constrained with respect to the number
of monomer units. Hence, a very steep decrease is physically expected at higher synthesis times, as also

induced in Supplementary Figure 19.
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A final parameter set to be covered is parameter set 4, which relates to the intrinsic and apparent

reactivities of intramolecular reactions, as the discussion above has been solely devoted to
intermolecular or thus bimolecular reactions. The reaction between two FGs belonging to the same
network molecule, hence, an intramolecular reaction is not always physically possible but is dependent
on the 3D structure of the network molecule, from the very close environment (so at reaction distance
o; Kenem €ffect) to the local environment comprising the mobilities of the FGs selected (so kit effect;

length scale much larger than o).

Note that the (numeric value of the) intrinsic rate coefficient for a unimolecular reaction (as defined at
o) Kenem.intra Can be formally related to the corresponding (numeric value of the) intrinsic rate coefficient
of the bimolecular reaction Kehem,inter. Based on extensive parameter screening and tuning to experimental
yield data, a value of 0.2 is selected in the present work (see Supplementary Figure 18e). Furthermore,
we use in the matrix-based kMC simulations a criterion that determines whether the FGs selected in the
same network molecule based on overall MC reaction rates (so over all the FGs; box C in Supplementary
Figure 1) can be brought to ¢ by intramolecular diffusion during the selected time step. This criterion,
the so-called distance rule (box F in Supplementary Figure 1) covers the aforementioned kgt effect and
is related to previous studies on the Brownian motion of polymer network molecules. Specifically for a
crosslinked melt in which most of the molecules/building blocks are linked by a crosslinking agent the
mean square end-to-end distance for the direct thus local region as defined by the FGs
(< RZ pgsocar >) has been determined as:*9%8

1?-n
N¢

< RS,FGs,local >=a (15)

with n' the number of monomer units along the shortest path between the two FGs in the network
molecule and N; the number of CPs along this path, both structural parameters accessible based on the
information in the topology matrix (box G in Supplementary Figure 1) and very likely lower then n and
N, being the total values for the selected network molecule. In Supplementary Equation (15), | is the
main bond length defining the monomer unit and « a correction factor to account for the influence of

solvent-polymer interactions (and the excluded volume) on (RZ s 10cai)- The latter parameter is given
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for illustration purposes a value of 1 in the present work but can be fine-tuned in follow-up work. As it

can be expected that the observed intramolecular rate coefficient is inversely proportional to < RZ x5 >,

it can thus be postulated that /N’ /n’ being a measure for the compactness needs to be sufficiently high
for a given network molecule to allow for intramolecular crosslinking to take place. In the present work
a default value of 0.5 is employed based on the sensitivity analysis in Supplementary Figure 18 (see

implementation of this value in box F in Supplementary Figure 1).

It can therefore be concluded that for each selected pair of FGs in view of an intramolecular reaction it
is verified based on fundamental principles (cf. Supplementary Equation (15)) if the reaction is allowed,
benefiting from the potential of matrix-based kMC simulations to store all relevant structural
information in the composite topology matrix. This again highlights why box G in Supplementary Figure

1 is seen as the core of Computational method 1.
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Supplementary Figure 1 with its caption provided at the top of the next page
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Caption of Supplementary Figure 1:

Main steps of the developed matrix-based kinetic Monte Carlo (kMC) method (Computational method 1) in a flowsheet
notation to enable a temporal tracking of the incorporation of each building block and all types of molecules from linear to
highly crosslinked; functional group (FG) per FG is converted and tracked up to a final synthesis time (ti). At specific times
we can plot (i) concentration changes (update of concentration plots) or (ii) uni- and multivariate characteristics (box labeled
I with more details in Supplementary Figure 2) or (iii) visualize all individual molecules either in 2D or 3D format (also box
labeled I with more details in Supplementary Figure 2). For the 3D format, a connection with molecular dynamic (MD)
simulations (Computational method 2) can be made; isothermal batch synthesis.
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Supplementary Figure 2: Specific part in the flowsheet regarding the kinetic Monte Carlo (kMC) simulations (Computational
method 1) in which the link is made to plotting univariate characteristics (e.g. molar mass distribution; MMD), multivariate
characteristics, additional distributions (e.g. the molecular pore size distribution; mPSD), and the 2/3D structure of the
individual (network) molecules (total number nmoi o) at selected plotting times. For the 3D visualization the link is here made
to molecular dynamic (MD) simulations (Computational method 2) for all network molecules, as highlighted in Supplementary
Figure 3.2* For illustration purposes, the 2D and 3D visualization is performed with the same 3 molecules as in box G in
Supplementary Figure 1. Example is given in which MD simulation output is generated with Large-scale Atomic/Molecular
Massively Parallel Simulator (LAMMPS).
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Supplementary Figure 3: (&) Principles of molecular dynamics simulations via the Large-scale
Atomic/Molecular Massively Parallel Simulator (LAMMPS; example of Computational method
2)?% to enable (b) the calculation of thermodynamically feasible bond length, bond angle, and
dihedral angle distributions for ideal network elements that are used in Supplementary Figure 2
to visualize at a given plot time the 3D structure of a given network molecule of the kinetic Monte
Carlo (kMC) simulations.
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hydrolysis siloxane bonds -Mk

Supplementary Figure 4: Principle of box D in Supplementary Figure 1 focusing on the selection
of a reaction type in kinetic Monte Carlo (kMC) simulations (here hydrolysis with 5 other reaction
types or v channels possible cf. Supplementary Figure 5) through a random number (r; r.=0.15
in this figure). This is done based on the cumulative distribution at a selected time (right),
considering the individual probabilities (left); example for organosilica-based network synthesis
with here for simplicity only bimolecular thus intermolecular reactions and no effect of the
presence of already reacted groups to not overload the figure. Note that this stochastic sampling
approach also works for the selection of bond lengths and angles (cf. box M in Supplementary
Figure 2). The x-axis is then a discrete listing of the related properties in histogram format.
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Supplementary Figure 5: General reaction scheme for organosilica-based network case (network
chemistry 1 in the main text) as also used for Supplementary Figure 4; the chemical rate
coefficients (kehem values) are defined based on the functional groups (FGs) highlighted in a
separate color (so-called single-event rate coefficients). For simplicity, only intermolecular
reactions are depicted (no explicit mentioning of subscript inter as well). The subscript rev is
employed to highlight that we are referring to a reverse reaction. For simplicity, no effect of the
presence of already reacted FGs although upon the inspection of actual experimental data it
becomes clear that this is needed (cf. the description of the kinetics via Supplementary Figure 8
and 11-12 and Supplementary Table 1, which also covers the intramolecular reactions). This
inspection also reveals that the kinetic relevance of the reverse reactions is very low at the selected
polymerization temperature of 298 K (for the actual application in the present work only reverse
reaction needed for chemical process (1); cf. Supplementary Figure 11d).
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Supplementary Figure 6: General reaction scheme for the epoxy-amine curing case (network chemistry 2 in the main text); the chemical rate coefficients (kchem values)
are defined based on the functional groups (FGs) highlighted in a separate color (so-called single-event rate coefficients). For simplicity only intermolecular reactions
are depicted and an autocatalytic effect is ignored (no explicit mentioning of subscript inter as well). The latter effect is although relevant upon inspection of
experimental data, as demonstrated in Supplementary Figure 13 using the FG definitions in Supplementary Figure 9 and following from the Kchem values in
Supplementary Table 2, which also covers the intramolecular reactions.
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Supplementary Figure 7: General reaction scheme for Diels-Alder based network case (chemistry 3 in the main text); the chemical rate coefficients
(kenem Values) are defined based on the functional groups (FGs) highlighted in a separate color (so-called single-event rate coefficients). For simplicity
only intermolecular reactions are depicted although these are accounted for (see Supplementary Table 3); no explicit mentioning of subscript inter;
Supplementary Figure 25 also highlights that the hydroxyl group can be replaced by a drug (there Fmoc is used as drug proxy).
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(8) Qu(y.2) =Si ing O
with X bridging -O
| y -OH ligands
| z— OEt ligands
L> Information translated into composition of building blocks (BB) matrix:
X y z
Sip [0 0 4 Qo(0,4)
Si [1 1 2 Qu(1,2)
Sis [2 2 0 Q2(2,0)

Corresponding structures for this specific matrix:

(l)J:'t (l)ll 0— -
F,to—:lai,—om Et()—.Ti;—O— HO—|Si:—O—
OEt OEt (l)n
Qo(0,4) Q1(1,2) Q2(2,0)
(b) Hydrolysis reaction possibilities: Condensation reaction possibilities:
Qo(0,4) + H,0 - Qo(1,3) fALkhydro,chem Quw(w,v) + Q,(x,y) = Qus1(u Kcondw,chem
—-1,v)

+ QZ+1(X - 15 Y)(*)
Qo(1,3) + H,0 - Q,(2,2)

fSkhydro,chem Kk

Q:(03) + H0 > Q;(12) Qu ) + Q% Y) = Qs (W, v cond,Achem
-1)
+ Qi (x— 1L,y)®

Qo(2,2) + H0 - Q,(3,1) *

Q(12)+ H,0 »Q,(21)  2Khydrochem w,z=0..3; u,v,x,y=0..4

Q2(0,2) + H0 ~Qa(1,1) with w+u+v=4 and z+x+y=4

Qo(3,1) + H,0 - Q,(4,0)

@D+ H0 >0 1:1khydro,chem

Q,(1,1) + H,0 - Q,(2,0)
Q3(0,1) + H,0 - Q3(1,0)

Supplementary Figure 8: Key input parameters n the matrix-based kinetic Monte Carlo algorithm are
chemical rate coefficients (kchem values; box A in Supplementary Figure 1). Here focus is first on the synthesis
of the organosilica-based network case at smaller times at which only intermolecular chemical effects matter
(chemistry 1 in the main text; no explicit mentioning of subscript inter). Preliminary research showed that
we need to modify the general reaction scheme as depicted in Figure 5 to grasp the low time experimental
kinetic data as included in Supplementary Figure 11a-c (symbols). Specifically we need to account for 4
hydrolysis reactivities instead of a lumped one (see Supplementary Figure 11d; relative comparison via the
factors f1.4 with f4=1) and we can neglect the reverse reactions. Condensation reactivities can remain lumped.
One reverse reaction (reesterification) is although needed if we also include intermediate times
(Supplementary Figure 12b). To facilitate parameter determination a simplified kinetic Monte Carlo tool
can be used. The principles are: (a) the use of an extra composition of building blocks (BB) matrix to track
the species types (rows). This matrix covers the number of -O- bridges/crosslinks (first column; also
subscript for associated Q notation), the number of OEt groups (second column; first index of Q), and the
number OH groups (third column; second index of Q); (b) 6 reaction types of which 5 lumped are written
down based on the Q species introduced in (a).
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(@) Qx(y) = N(CH2):N with | x epoxide additions
y -H ligands

Examples of related structures:

W/\OO/ﬁ/\H/\/NHZ

@] OH

- NHz NH,
?/\O O/\CI)/\ H /\/

o 3,
oo

Qo(4) Q1(3)

g/\oo/\c;\ E:;*NHZ W, -0 “ /\

(o]

J
W/\o O -"/ADD/\[/\N"“‘M’NHE

H
Y OH

Q2(2) -epoxide

(b)  Addition reaction possibilities:

Qo(4) 4 (—epoxide) - Q,(3) + (—OH) f4Kadd,prim,chem
Q1(3) + (—epoxide) = Q,(2) + (—OH) Kadd,sec = f3Kadd prim,chem
Q2(2) + (—epoxide) —» Q3(1) + (—OH) f2Kadd,prim,chem
Q3(1) + (—epoxide) = Q,(0) + (—OH) Kadd,sec = f1Kadd,prim,chem

Etherification reaction possibility:

—OH + (— epoxide) - — OH Kether,chem

Supplementary Figure 9: Key input parameters in the matrix-based kinetic Monte Carlo
algorithm are chemical rate coefficients (Kenem Values; box A in Supplementary Figure 1). Here
focus is on the small-time epoxy-curing network case (chemistry 2 in the main text with only the
need to cover intermolecular chemical effects (no explicit mentioning of subscript inter). To
facilitate the parameter determination a simplified kinetic Monte Carlo tool can be used similar
to Supplementary Figure 8, with now 3 overall reaction types and focusing on the diamine. Model
validation is performed to the low time experimental data in Supplementary Figure 13a. To enable
relative comparison the factors f1.4 are introduced in analogy with Supplementary Figure 8. Here
we have f, = f, and f; = f3.
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(a) Qx(y) = tetrafunctional linker with | x Diels-alder linkages
y original ligands

Examples of related structures:

S 0.1.0
b
SJ\,F’:’O/\ s
SYS CI)\ © s s S
2P< Y

OH

Q4(0) -hexa-2,4-dienoyl

(b) Diels-Alder reaction possibilities:

Qo(4) + (—hexa-2,4-dienyol) - Q;(3) f4kpa chem
Q1(3) + (—hexa-2,4-dienyol) — Q,(2) fsKpa,chem
Q,(2) + (—hexa-2,4-dienyol) - Q3(1) f2kpa chem
Q3(1) + (—hexa-2,4-dienyol) — Q,(0) f1kpa chem

Supplementary Figure 10: Key input parameters in the matrix-based kinetic Monte Carlo
algorithm are the chemical rate coefficients (Kchem Values; box A in Supplementary Figure 1). Here
we focus on the intermolecular kenem Values; no explicit mentioning of subscript inter; in contrast
to the other 2 chemistries we can use first data of a monofunctional system (Supplementary Figure
14) to determine Kpachem. TO enable relative comparison the factors fi.4 can be introduced (with
f1=1). The current work although uses for all factors a value of 1. To facilitate the parameter
determination a simplified kinetic Monte Carlo mathematical tool can again be used as for
Supplementary Figure 8 and 9. We now put the tetrafunctional system central in the counting.
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Supplementary Figure 11: For the organosilica case (network chemistry 1 in the main text; initial
conditions in Supplementary Table 1; 298 K), the comparison of small time experimental data
(taken from literature? based on 2°Si nuclear magnetic resonance (NMR) peak data) and kinetic
Monte Carlo data (present work; parameters in Supplementary Table 1) regarding the variation
of the (a) the relative amount of silanol species, (b) the relative amount of condensed species, (c)
the hydrolysis ratio h and the condensation ratio ¢, the % of Si-OR remaining groups zor, and the
% of Si-OH remaining groups zon (Supplementary equation (1)-(4)). The small-time data (up to 3
hours; 180 minutes) are used to determine the 6 forward intermolecular chemical rate coefficients
based on the Q species types in Supplementary Figure 8; average error bars based on standard
deviation. Additionally in (d) the comparison of simulation results in case no differentiation is
made for the hydrolysis step for the f values (so same hydrolysis rate coefficients; dashed lines)
with the simulations results in case a differentiation is made (full lines; from a) is given. It follows
that such f values are needed. It should be noted that the model is inherent consistent and overall
the description of the literature experimental data is acceptable and the data in b) are more prone
to experimental error (also clear from the error bars).

44



Amount (%)

Amount (%)

100 - Tor = Experiments (Pouxviel et al.?) 100 for  —Simulation results from (a) (optimized)
ToH — Simulation results Toy  ---Simulation results, Ky, e, = 0 L mol™ s
h
80 A c
£ 60 A
1=
3
o
E 40 4
<
20 4
0 T T T T
0 3 6 9 12 15
Time (h)
(b)
100 4 Tor — Simulation results from (a) (optimized) 100 Tor — Simulation results from (a) (optimized)
Ton - Simulation results, Dy ey — «© M2 871 Ton - Simulation results, Dy inger — © M2 51 &
h R h kcondr'm‘ra =0s
] e 80 - -
80 c AP '
60 A §
............... [ 1=
3
Q
40 - E
<
0 T T T 1
0 3 6 9 12 15
Time (h)
(©)

Supplementary Figure 12: (a) For the organosilica case (network chemistry 1 in the main text;
initial conditions in Supplementary Table 1; 298 K), the comparison of longer time experimental
data (taken from literature? based on ?°Si nuclear magnetic resonance (NMR) peak data) and
kinetic Monte Carlo data (present work) for the variation of the hydrolysis ratio h, the
condensation ratio ¢, the % of Si-OR remaining groups zor, and the % of Si-OH remaining groups
7o IS shown (Supplementary equation (1)-(4)); average error bars based on standard deviation.
The extra large-time data in (a) compared to Supplementary Figure 11(a) are used to tune the
reverse hydrolysis chemical rate coefficient (the last and 7" intermolecular chemical rate
coefficient), to quantify to importance of diffusional limitations on intermolecular reactions and
to highlight the relevance of the intramolecular condensation rate. These three aspects are further
highlighted in the other subplots with in (b) the comparison of simulation results in case no reverse
hydrolysis reactions take place (dashed lines; too fast kinetics; no plateaus) with the optimized
simulation results from (a) (full lines); in (c) the comparison of the simulation results in case no
diffusional limitations on intermolecular reactions are taken into account (dashed lines; too fast
network formation) with the optimized simulation results from (a) (full lines); and in (d) the
comparison of simulation results in case no intramolecular condensation reactions and no
diffusional limitations on intermolecular reactions take place (dashed lines; less gradual
variations) with the optimized simulation results from (a) (full lines) are shown. Arrows are added
in subplots (b)-(d) to show the mismatches between full and dashed lines.
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Supplementary Figure 13: (a) Determination of the 3 intermolecular chemical rate coefficients for
the epoxy-amine curing case (chemistry 2 in the main text; cf. Supplementary Figure 9;
parameters in Supplementary Table 2; 298 K). Both experimental and kinetic Monte Carlo data
generated in the present work; average error bars based on standard deviation. (b) Comparison
of simulations in (a) (full lines) with the additional consideration of intramolecular reactions
(dashed lines). Due to the low times the effect is negligible. (¢) Demonstration that autocatalytic
contributions matter. Full lines from (a) are compared with the case without such reactions but
aiming at similar rates (dashed lines; kea = 6.0 10° L mol™ s?; ksa = 3.0 10° L mol™® s ; Kether =0 L
mol* s1). The dashed lines in subplot (c) have the incorrect shape in all cases.
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Supplementary Figure 14: Determination of the intermolecular chemical rate coefficient for the
Diels-Alder network formation case (chemistry 3 in main text; cf. Supplementary Figure 10;
parameters in Supplementary Table 2; 353 K). Both experimental and kinetic Monte Carlo data
generated in the present work; (a) small molecule system used for parameter determination and
(b) comparison of experimental and simulated data for this small molecule system.
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Supplementary

Figure 15:

State-of-the-art

regarding

experimental

and

theoretical

characterization methodologies of polymer networks. Experimental contributions (first row) are
often at scales larger than the molecular scale; theoretical contributions (second row) come from
the field of chemical kinetics or physics. The ultimate goal, as covered in the present work (third
row) by combining matrix-based kinetic Monte Carlo (kMC) and molecular dynamics (MD)
simulations, is to visualize the synthesis time dependency of the incorporation of each building
block/molecule/functionality; a list of references per characterization methodology is given on the

next page.
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Supplementary Figure 16: Check on numerical convergence of the kinetic Monte Carlo (kMC)
simulations. By sufficiently increasing the initial total number of molecules nyto we are able to
obtain representative numerical simulation results reflecting the reaction probabilities. Examples
given for network chemistry 1 (initial conditions and parameters in Supplementary Table 1): (a)
Yield as function of synthesis time, (b) Fraction of intramolecular reactions as function of yield,
(c) Concentration of molecules with at least 3 crosslinking points thus crosslinked 3 or 4 times
(CP3+CP,4) as function of yield and (d) number chain length distribution for yield of 0.6;
simulation results for nyro = 50000 (red), nNwio = 100000 (blue), Nwto = 200000 (green), nNeto =
250000 (orange), and N0 = 500000 (purple); It follows that at least 200000 initial TEOS molecules
are necessary to obtain acceptable numerical convergence and thus appropriate kMC simulation
results. A recommended value for excellent convergence for all characteristics is 250000.
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Supplementary Figure 17: Benchmark for simulations results considering network chemistry 1
for (a)-(d) mass chain length distribution at different yields (0.1, 0.2, 0.3, 0.4) and (e) number
average chain length x, and mass average chain length xm as function of yield. An excellent match
is obtained with the analytical expression of Stockmayer®® for multifunctional condensation
polymerization (see extra equations in (a) and (e): f = functionality of monomer unit, x is the
number of units in the molecule and a the yield of reaction, so our Supplementary equation (5);
extension of the work of Flory for linear condensation polymerizations). The assumptions for this
analytical derivation, as included for the benchmark, are equal functional group reactivity and
the absence of intramolecular reactions (Supplementary Figure 20a with such reactions).
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Supplementary Figure 18: Illustration of the relevance of diffusional limitations for
intramolecular reactions in polymer network synthesis by formally varying the necessary

compactness of the molecules as expressed by /N.'/n' (N, = number of CPs and n' = number of
monomer units along shortest path between two FGs; Supplementary Equation (15); box F in
Supplementary Figure 1). Examples given for network chemistry 1 (initial conditions and
parameters in Supplementary Table 1): (a) Yield as function of synthesis time, (b) Fraction of
intramolecular reactions as function of yield, (c) Concentration of molecules with at least 3
crosslinking points (CP(s) crosslinked 3 or 4 times (CP3;+CP.) as function of yield and (d) number
chain length distribution at yield of 0.6; simulation results for a = 0.25 (blue), a = 0.5 (green;
selected value in the main text) and a = 0.75 (red). It follows that the use of a value of 0.5 is a
physical boundary. (e) Parameter screening for the determination of the intrinsic intramolecular
rate coefficient once a value of 0.5 is selected for the distance rule criteria (green line as in Figure
3 in main text thus according to the experimental data).
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Supplementary Figure 19: Illustration of the relevance of diffusional limitations for
intermolecular reaction in polymer network synthesis by formally varying the impact of the
number of crosslinking points to the decrease in the diffusion coefficient as represented by g in
Supplementary Equation (14). Examples given for network chemistry 1 (initial conditions and
parameters in Supplementary Table 1): (a) apparent rate coefficient for intermolecular water
condensation (L mol? s?) as function of yield, (b) apparent rate coefficient for intermolecular
alcohol condensation (L mol? s) as function of yield, (c) yield as function of synthesis time, (d)
fraction of intramolecular reactions as function of yield, (e) decrease in number of molecules as
function of yield and (f) number chain length distribution for yield of 0.6; simulation results for q
=1 (blue), g = 7 (green; optimized value based on Supplementary Figure 12a) and q = 10 (red).
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Supplementary Figure 20: Examples of molecular descriptors that can be derived from the
developed generic modeling platform as defined by the flowsheets in Supplementary Figure 1-4.
This figure is complementary to the bottom layer of Figure 3 in the main text; Examples given for
network chemistry 1 (initial conditions and parameters in Supplementary Table 1): (a) number
and mass average chain length x, and xm as function of yield, (b) number/mass fraction sol/gel as
function of yield, (c) average crosslinking density (mol g*; with respect to the initial TEOS mass)
as function of yield and also final value for this condition and two more (extra upper graph), (d)
number average molecular pore size as a function of yield; () number distribution of distance
between crosslinking points (CPs) in number of monomer units (the average distance between CPs
first increases due to the dominance of intermolecular reactions and then decreases due to the
dominance of intramolecular reactions) and (f) bivariate distribution over number of monomer
units and number of CPs with at least 3 crosslinks (notation CP3 + CPy).
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Supplementary Figure 21: Sensitivity analysis regarding the split-up in a sol and gel contribution
for the mass chain length distribution (CLD) based on the compactness of the complete molecule
as represented by N./n (N, = number of CPs (CP3+CP4) in a molecule and n = number of
monomer units in a molecule). (Top) with cut-off N./n = 0.3; (Middle; used in the main text)
with cut-off N./n = 0.5; (Bottom) with cut-off N./n = 0.7; Examples given for network
chemistry 1 (initial conditions and parameters in Supplementary Table 1): (a), (c) and (e) yield =
0.3; (b), (d) and (f) yield = 0.6. Minor differences are observed displaying the strength of the

selected criterion.
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Supplementary Figure 22: (a) Left figure is the same is in Figure 4a focusing on the main loops.
Right figure formally highlights all connectivities and (b) additional information for Figure 4b in
the main text displaying the variation of the average crosslinking density (with respect to initial
bisphenol F diglycidylether mass)
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Supplementary Figure 23: Molecular distributions corresponding to Figure 4c¢ in the main text
(chemistry 3): (a) crosslinking point CP distribution (at least 3 crosslinks; CPs; + CP4 notation),
(b) molecular pore size distribution (mPSD) and (c) dangling chain distribution; r represents the
initial molar ratio of bifunctional monomer to tetrafunctional monomer.
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Supplementary Figure 24: Impact of non-ideality as illustrated using chemistry 3 (additional
information for Figure 4c and 5a in the main text); ideal: finra = 0 and open symbols, and non-
ideal: finra > 0 and closed symbols; r = 2; (a) crosslinking point (CP) distribution (at least 3
crosslinks; CP3 + CP4 notation), (b) chain length distribution and (c) dangling chain distribution.
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Supplementary Figure 25: Reactions related to preparation of monomers for chemistry 3: trans,trans-hexa-
2,4-dienol (sorbic alcohol) (1); 1,3-bis(((2E,4E)-hexa-2,4-dien-1-yl)oxy)propan-2-ol (bifunctional linker) (2);
methyl 4-((((diethoxyphosphoryl)carbonothioyl)-thio)methyl)benzoate 3); benzene-1,2,4,5-
tetrayltetrakis(methylene)tetrakis((diethoxy-phos-phoryl)methanedithioate) (tetrafuncti-onal linker) (4);
4-((1-(((2E,AE)-hexa-2,4-dien-1-yl)oxy)-3-((((2E,4E)-hexa-2,4-dien-1-yl)oxy)methoxy)propan-2-yl)oxy)-4-
oxobutanoic acid (bifunctional linker-COOH) (5) and 1,3-bis(((2E,4E)-hexa-2,4-dien-1-yl)oxy)propan-2-yl-
4-((3-((((9H-fluoren-9-yl)methoxy)carbonyl) amino)propyl)amino)-4-oxobutanoate (bifunctional linker-
Fmoc) (6). Phase 3b in het main text is between the products of reaction (3) and (4); phase 3c between a
50/50 molar mixture of the products of reaction (3) and (6), and (4); FMOC can be released.
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Supplementary Figure 26: Extra analytical details related to Supplementary Figure 25: (a) 'H-
nuclear magnetic resonance (NMR) spectrum of sorbic alcohol in deuterated chloroform (CDCI3)
and (b) *H-NMR spectrum of phase 3b bifunctional linker in CDCI3 and (c) **C-NMR spectrum
of bifunctional linker in CDCIS3.
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Supplementary Figure 27: Extra analytical details related to Supplementary Figure 25: (a) 'H-
nuclear magnetic resonance (NMR) spectrum of methyl 4-((((diethoxyphosphoryl)carbonothioyl)-
thio)methyl)benzoate in toluene-d8 and (b) *H-NMR spectrum of tetrafunctional linker in

dimethylsulfoxide-ds.
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Supplementary Figure 28: Extra analytical details related to Supplementary Figure 25 (phase 3c):
(@) *H-nuclear magnetic resonance (NMR) spectrum of bifunctional linker-COOH in CDCl; and
(b) BC-NMR spectrum of bifunctional linker-COOH in CDCls.
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Supplementary Figure 29: Extra analytical details related to Supplementary Figure 25 (phase 3c):
(@) *H-nuclear magnetic resonance (NMR) spectrum of bifunctional linker-Fmoc in DMSO-ds and
(b) BC-NMR spectrum of bifunctional linker-Fmoc in DMSO-ds .
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Supplementary Figure 30: Extra analytical details related to Supplementary Figure 25: (a) LC-
ESI-HRMS spectrum of bifunctional linker (phase 3b), (b) LC-ESI-HRMS spectrum of methyl 4-
((((diethoxyphosphoryl)carbonothioyl)-thio)methyl)benzoate (phase 3b) and (c) LC-ESI-HRMS
spectrum of tetrafunctional linker (phase 3b and 3c)
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Supplementary Figure 31: Extra analytical details related to Supplementary Figure 25 (phase 3c):
(a) LC-ESI-HRMS spectrum of bifunctional linker-COOH and (b) LC-ESI-HRMS spectrum of
bifunctional linker-Fmoc.
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Supplementary Figure 32: Images of synthesized networks using the original bifunctional
monomer (phase 3b) (a) and the Fmoc-loaded bifunctional monomer (phase 3c) (c); additionally
in (b) the networks with the original bifunctional monomer shown after swelling in toluene,
together with the remaining solution after swelling upon removal of the networks; a pink solution
is obtained for the most off-stoichiometric initial conditions (r=1) due to the remaining presence
of the tetrafunctional linker.
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Supplementary Figure 33: UV/Vis spectrum of Fmoc release related to Figure 5 in main text for
the network synthesis with different r values (r = initial molar ratio of Fmoc-loaded bifunctional
monomer to tetrafunctional monomer): (a) r = 2, additionally pictures in (b) showing the change
in color intensity with increasing release time, (c) r = 1.75 and (d) r = 1.5; quantification of Fmoc
release at 304 nm.
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Supplementary Tables

Supplementary Table 1: Input variables for the kinetic Monte Carlo (KMC) simulation
(Supplementary Figure S1; box A) for the organosilica network synthesis case (network chemistry
1 in the main text; employed for Figure 3 and Figure 4a in the main text); distinction between
inter- and intramolecular reactions.

Equation Kchem at 298 K2
(L mol?) st
1.210°
Hydrolysis —OR+ H — OH M —OH +R - OH f4=1, f3=6;
f2=3; f1=2
Reesterification —OH+R —OH Knydrorey —OR+H—O0H 2.410°
i - kcon inter
Water condensation _OH + —0H dwinter _ +H,0 1010°
intermolecular
i — kcon intra
Water condensation _OH + —QH “conawintra. o +H,0 2010°
intramolecular
Hydrolysis siloxane bonds o — +f,0 Keondwrey o+ _oH 0.0
i — kcon inter
Alcohol condensation _OR 4+ —QH Seomasinter o p _ OH 7010°
intermolecular
i — kcon intra
Alcohol condensation _OR + —Qy Sondaimtre i p o 1.4 10
intramolecular
Alcoholysis _0 — 4R — O FeendArer o on 0.0
Initial concentrations and number of molecules®
Initial concentration Initial nr of molecules®
(mol L™ )
TEOS monomer® 2.0 250000
H,O 8.0 1000000
EtOH 7.6 950000
Diffusion parameters®
Vi Mi;i Kuily Ko,i-Tg,i Do,i
(m*kg?)  (kgmol?) (m*kg*K?h) (K) (m*s™)
TEOS monomer® 0.90510°  0.208 9.32 107 -81.0 1510°
H.O 1.07110° 0.018 2.18 10® -152.29 8.55 108
EtOHf 0.96110°  0.046 1.17 108 -48.41 8.75 108

Lennard Jones parameter 6.0 10°m

afor intermolecular contributions based on data in Supplementary Figure 11a-c and Supplementary Figure 12a; reactions in
Supplementary Figure 5 and 8; for intermolecular contributions based on data in Supplementary Figure 12d and Figure 4b in
the main text; allowing numerical convergence as shown in Supplementary Figure 16; °df (degree of functionalization)=4;
dpased on literature data;>-%° parameter q in Supplementary equation 14 equal to 7 based on Supplementary Figure 12(c);
evalues taken for poly(dimethylsiloxane); fvalues taken for methanol; for Fig. 4a in the main text this becomes 2.5 10° TEQS,
7.5 10* H20 and 1.2 107 EtOH molecules for (H20)0:(TEOS)o = 0.3, 2.5 10° TEOS, 1.0 10 H20 and 1.2 107 EtOH molecules
for (H20)0:(TEOS)o = 4 and 2.5 10° TEOS, 2.5 10° H.O and 1.2 107 EtOH molecules for (H20)0:(TEOS)o = 10; conditions
taken from Xia et al.5!
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Supplementary Table 2: Input variables for the kinetic Monte Carlo (KMC) simulation
(Supplementary Figure S1; box A) for the epoxy-amine curing case (network chemistry 2 in the
main text; employed for Figure 4b in the main text); distinction between inter- and intramolecular
reactions.

Equation Kchem at 298 K2
(L@ mol®@) st
k inter

Primary amine curing — —PA+ —EP 22 _SA+ —0H 6.0 10
intermolecular
Primary amine curing — _PA+4 —EP + —QH SPAintercat | o4 _on 2.010°
intermolecular?

k intra,ca
Primary amine curing — —PA+ —EP + —0H —22%% _SA + —0OH 4.0107
intramolecular®

. . kSA,inter,cat

Secondary amine curing — —SA+ —EP+ -0H ——— -TA+ -0H 1.0 10°®
intermolecular?

ksa,in ra.ca
Secondary amine curing— ~ —SA + —EP + —OH —""% _TA + —OH 2.0107

intramolecular®

Etherification — _OH + —EP + —QH “etherinterca _ 0.0
intermolecular®
Etherification — _OH + —EP + —Qi “etherintraces_ y 0.0
intramolecular?
Initial concentrations and number of molecules
Initial concentration Initial nr of molecules®
(mol L) ()
Ethylene diamine® 1.7 250000
Bisphenol F diglycidylether” 3.4 500000
Diffusion parameters®
V; Mj,i Kl,i/’Y Kz,i-Tg,i Do,i
(mkg?)  (kgmol!) (m*kg'K?h)  (K) (m?s™)
Ethylene diamine" 1.00510°  0.060 8.17 107 -175.3 1.510%
Bisphenol F diglycidylether'  0.73210°  0.312 5.64 107 -362.7 1.510%

Lennard Jones parameter 6.010%m

afor intermolecular contributions based on data in Supplementary Figure 13a; reactions in Supplementary Figure 6 and 9; for
intramolecular contributions based on data in Supplementary Figure 13b) and Figure 4b in the main text; Pallowing numerical
convergence; °L mol- s'1; Yautocatalyzed reaction (see Supplementary Discussion); édf (degree of functionalization)=4; fdf=2;
9based on literature data;>"-5° parameter q in Supplementary equation 14 also here equal to 7; "values taken for poly(ethylene);
ivalues taken for poly(carbonate).
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Supplementary Table 3: Input variables for the kinetic Monte Carlo (KMC) simulation
(Supplementary Figure S1; box A) for the Diels-Alder network synthesis case (network chemistry
3 in the main text; employed for Figure 4c in the main text); distinction between inter- and
intramolecular reactions.

Equation Kcnem at 353 K®
((L mol?) s1)

Diels-Alder reaction — Kpa,inter '
intermolecular —RAFT + —hexa — 2,4 — dienyol =% —pA—  1.010?

Diels-Alder reaction — kpaintra

intramolecular —RAFT + —hexa — 2,4 — dienyol ——— —DA — 2.010°
Initial concentrations and number of molecules”
Initial concentration Initial nr of molecules®
(mol L) ()
RAFT agent® 1.0 250000
Sorbic alcohol? 2.0 500000
Toluene (solvent) 2510°L 1.9 10°
Diffusion parameters®
Vi Mjii Kuily Ka,i-Tg,i Do,
(m® kg™ (kgmol™)  (M*kg*K?)  (K) (m?s™)
RAFT agent' 0.732 10° 0.983 5.64 107 -362.7 15108
Sorbic alcohol? 0.954 10 0.252 6.10 107 -111.5 1.510%
Lennard Jones parameter 6.0 10 m

afor intermolecular contributions based on data in Supplementary Figure 14; reactions in Supplementary Figure 7 and 10 and
Figure 4c in the main text; Pallowing numerical convergence; °df (degree of functionalization)=4; 4df=2; ¢hased on literature
data;51-60 parameter q in Supplementary equation 14 also here equal to 7 but multiplied with 1.2 for the Fmoc modification;
fvalues taken for poly(carbonate); 9values taken for poly(butadiene); "for Fig. 4c in the main text this becomes 2.5 10° RAFT
agent and 4.4 10° sorbic alcohol molecules for (2-func. linker)o:(4-func. linker)o = 1.75, 2.5 105 RAFT agent and 3.8 10° sorbic
alcohol molecules for (2-func. linker)o:(4-func. linker)o = 1.5 and 2.5 10% RAFT agent and 2.5 10° sorbic alcohol molecules for
(2-func. linker)o:(4-func. linker)o = 1.
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Supplementary Table 4: Input parameters and conditions for molecular dynamics (MD)

simulations and modifications of MD output; symbol T here temperature.

Parameter Number
Number of atoms 6400
(1) Soft potential to prevent overlap NVT
T =6000 K
20000 time steps?
(2) Annealing parameters simulation NPT

(3) Equilibrating resulting structure

T =12000 - 6000 K
p = 90000 -> 60000 bar
10000 time steps?

T =6000 - 300 K
p = 60000 - 1 bar
100000 time steps?

T=300K
p=1bar
10000 time steps®

3time step = 0.001 ps; total number of time steps = 140000 or 140 ps
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Supplementary Table 5: Corrections for intramolecular loops in 3D visualization internal
coordinates; shown here up to 12 atom(s) groups (examples regarding box N in Supplementary
Figure 2; organosilica-based network case thus network chemistry 1 in the main text; similar for
other cases).

Nr of atom(s) groups  Configuration (top view) 3D Bond angle 3D Dihedral angle?

4 :z 90 0

6 & 109.5 60 & (-60)
8 {3 109.5 100 & (-100)

10 109.5 116 & (-116)

12 ‘ ‘ 109.5 127 & (-127)

o

adetermined for every number of atom(s) groups (so also > 12) by calculating the dihedral angle between two planes defined
by three consecutive atom(s) groups of the intramolecular loops; (x,y,z) coordinates of the atom(s) groups are calculated
considering two regular % polygons (n = number of atom(s) groups) connecting the red and grey atoms respectively.
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