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Supplementary Figure 1. SVM network structure diagram. K is the kernel function, which is the key of the SVM algorithm. It represents the inner product kernel between the support vector  and the vector  extracted from the input space. 
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Supplementary Figure 2. LSTM network structure diagram. It is a simple loop in the structure of LSTM network, and has four interrelated fully connected feedforward neural networks, including forget gate, input gate, output gate and cell state. The gate consists of a sigmoid activation function network layer and a dot product operation. Three gates are used to control cell state information in LSTM.
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