nature
portfolio

Corresponding author(s): Seyed Navid Mashhadi Moghaddam
Last updated by author(s): 12-02-2026

Machine Learning Checklist v..

Nature Portfolio wishes to improve the reproducibility of the work that we publish. This form is

intended to provide structure for consistency and transparency in reporting of works using or

developing Machine Learning models. Some list items might not apply to an individual manuscript, but

all fields must be completed for clarity.

1. Availability and reproducibility of Code and Data

Please select all that apply regarding the availability of the data and code used in the study.

Code will be included in a CodeOcean capsule.

[0 The source code is included in the submission or available in a public repository:
https://github.com/navid-nsk/graphPDE

1 A compiled standalone version of the software is included in the submission or available in a
public repository:
URL

[0 A test dataset and instructions/scripts for replicating the results are included in the

submission or available in a public repository:
https://doi.org/10.6084/m9.figshare.31329364

[0 A Readme file with instructions for installing and running the code is included in the

submission or available in a public repository:
https://github.com/navid-nsk/graphPDE/blob/main/README.md

[0 The code is made available to reviewers during review.

[0 Pretrained models are used in the study and accessible through:
https://github.com/navid-nsk/graphPDE/tree/main/model

L] Pretrained models are used in the study and are not accessible.
L] The paper contains information on how to obtain code and data after publication.

2. Datasets

A. All data sources are listed in the paper.

B.

@O Yes
] No

The train, test and validation datasets are publicly available, and links/accession numbers have
been provided in the manuscript or supplementary materials.

Yes

I No
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C. We have reported and discussed potential dataset biases in the paper. Where applicable,
appropriate mitigation strategies were used.

Yes Methods section: Discussion of sample-size dependence (cities with <100 samples show poor performance),

1 No Explain why this information is not reported/not relevant

D. The data cleaning and preprocessing steps are clearly and fully described, either in text or as a
code pipeline.

Yes Methods section: Feature Engineering subsection describes z-score standardization, clipping to +5,

1 No Explain why this information is not reported/not relevant

E. Instances of combining data from multiple sources are clearly identified, and potential issues
mitigated.
[0 Yes Methods section: Census data from five periods (2001-2021) are combined. The introduction of DAUIDs as

[] No Explain why this information is not reported/not relevant

3. Model and training

. What model architecture is the current model based on? Physics-informed graph neural network (GraphPDE)
B. A Model Card is provided®.
L] Yes
[ No

C. The model clearly splits data into different sets for training (model selection), validation
(hyperparameter optimization), and testing (final evaluation).
Yes
] No

D. The method of data splitting (e.g. random, cluster- or time-based splitting, forward cross-
validation) is clearly stated.
Yes Methods section: Data Partitioning Strategy subsection. Spatial split (67%/12%/21% of nodes) with all four

[] No Explain why this information is not reported/not relevant

E. The data splitting mimics anticipated real-world applications.

Yes Methods section: Spatial split ensures evaluation on unseen geographic regions, mimicking the real-world

1 No Explain why this information is not reported/not relevant

F. The data splitting procedure has been chosen to avoid data leakage.

[ Yes Methods section: Definition 2.1 (Temporal Consistency) ensures all periods appear in each split to prevent

[] No Explain why this information is not reported/not relevant

! https://huggingface.co/docs/hub/model-cards


https://huggingface.co/docs/hub/model-cards

G.
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Yes Results and Discussion: Learned parameters validated against census mobility rates, IRCC immigration

The interpretability of the model has been studied and clearly validated.

] No Explain why this information is not reported/not relevant

4. Evaluation

A.

The performance metrics used are described and justified in the paper.
[ Yes Results section and Table 1: R2, MAE, RMSE, MAPE reported. Note in Table 1 explains why MAE/RMSE

[] No Explain why this information is not reported/not relevant

Cross-validation of the results is included.

] Yes

No

Community-accepted benchmark datasets/tasks are used for comparisons.

Yes Results section and Table 2: METR-LA traffic forecasting benchmark (207 highway sensors, Los Angeles)

] No Explain why this information is not reported/not relevant

Baseline comparisons to simple/trivial models (for example, 1-nearest neighbour, random
forest, most frequent class) are provided.
[[J Yes Results section and Tables 1-2: Comparisons include MLP (simple baseline), GCN, GAT, GraphSAGE, as

1 No Explain why this information is not reported/not relevant

Benchmarks with current state-of-the-art are provided.
Yes Tables 1—2: Comparison with DCRNN (ICLR 2018), Graph WaveNet (IJCAI 2019), MTGNN (KDD 2020),

1 No Explain why this information is not reported/not relevant

Ablation experiments are included.

[0 Yes Results section: Ablation stripping neural residual (R2 drops 0.7649 0.5588) and stripping physics
] No Explain why this information is not reported/not relevant

The model has been tested on a fully independent dataset.
Yes
I No

5. Computational resources

A.

B.

The paper contains information on hardware/computing resources that were used.

[ Yes

] No

The paper includes information on the computational costs in terms of computation time,
parallelization or carbon footprints estimates.

Yes

] No
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