SUPPLEMENTARY FILE
	Algorithm 1: AutoGluon-Tabular Training Strategy (multi-layer stack ensembling + n-repeated k-fold bagging). (Erickson et al.,2020)

	Require: data (X, Y), family of models M, # of layers L1 
Preprocess data to extract features
for l = 1 to L do {Stacking}
· for i = 1 to n do {n-repeated}
·      Randomly split data into k chunks      
·      for j  = 1 to k do {k-fold bagging}
·           for each model type m  in M do
·                 Train a type – m model on X-j, Y-j
·                 Make predictions Ŷjm,i  on OOF data Xj
·           end for
·      end for
· end for
· Average OOF predictions ∑I Ŷjm, i}kj=1
· X  concatenate (X, {m ε  M
end for




