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Abstract

The formalisation of session calculi is made difficult by the management of session
channels, which are linear resources that cannot be discarded or duplicated and
whose type changes over time, as input/output operations are performed on
them. Context splitting, the channel management technique directly related to
the way session type theories are usually written with pen and paper, is often
considered a hindrance and a notable source of complexity, to the point where
several alternative approaches have been recently proposed. In this paper we
describe the Agda formalisation of a process calculus based on classical linear
logic that supports the modeling of binary sessions through their encoding with
explicit continuation channels. The formalisation turns out to be remarkably
compact despite the adoption of context splitting. We argue that the logical
nature of the calculus and the use of explicit continuations are contributing
factors to the simplicity of its formalisation.

Keywords: session types, linear logic, continuations, deadlock freedom, Agda

1 Introduction

The Concurrent Calculi Formalisation Benchmark [1] is a collection of challenges con-
cerning the mechanisation of core models of concurrent and distributed programming
languages. These models often make use of distinctive features that set them apart
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from the models of sequential programming languages, such as the adoption of sub-
structural (linear, affine) type systems, the dynamic scope of first-class channels in
systems of communicating processes, the need for coinductive definitions and proof
methods for describing and reasoning on possibly infinite behaviours. The bench-
mark aims at identifying effective formalisation techniques that take these features
into account so as to foster the adoption of machine-checked proofs in research work
concerning concurrent and distributed programming languages.

One of the challenges in the benchmark, henceforth called linearity challenge,
concerns the formalisation of a minimal calculus of sessions. Sessions and session
types [2-5] are established abstractions for the static analysis of distributed programs
based on peer-to-peer communications. Every session type system revolves around
three key ideas: (1) session endpoints are linear resources that cannot be discarded or
duplicated without compromising some safety and liveness properties of a program;
(2) the type of a session endpoint is updated after each use to reflect the state of the
protocol it describes; (3) peer session endpoints are meant to be used in complemen-
tary ways so as to guarantee the absence of communication errors and, to some extent,
progress of the interaction. The linearity challenge is based on the observation that
the proper management of linear resources in a formalisation often requires a large
number of auxiliary definitions and technical results that divert from the main prob-
lem under study [1]. One of the alleged culprits of such complexity is context splitting,
namely the operation that partitions a typing context in such a way that the linear
resources described therein end up in only one of the partitions. This observation has
led to the exploration of various alternative techniques including leftover typing [6],
the use of linearity predicates 7] and tagged contexts [§].

In this paper we approach the linearity challenge from a different angle: instead
of proposing new techniques that make it easy to formalise the calculus in the chal-
lenge, we propose a (relatively) new calculus that is easy to formalise with the existing
techniques. More specifically, we describe the Linear Calculus of Continuations (LCC)
whose type system coincides with the proof system of classical linear logic and that
features linear channels instead of sessions. While a session endpoint can be used mul-
tiple times (sequentially), linear channels must be used ezactly once. LCC retains the
expressiveness of other session calculi thanks to explicit continuations, which enable
the encoding of (binary) sessions is terms of linear channels [9, 10]: each message
exchanged on a linear channel may include one or two fresh channels — the continua-
tions — on which the rest of the conversation takes place. Overall, LCC is nothing but
a low-level version of CP [11] — Wadler’s calculus of sessions based on classical linear
logic — such that sessions can be encoded instead of being featured natively.

The logical foundations of LCC and the use of explicit continuations play an impor-
tant role in taming the complexity of the formalisation. Working with a calculus based
on linear logic prevents by construction the same (sequential) process to own both
endpoints of a session, which is undesirable since it does not correspond to a use-
ful pattern of interaction (every meaningful session requires its endpoints to be used
by parallel processes) and is a potential source of deadlocks. From the standpoint of
the formalisation, where the representation of channels is a primary design choice,
it spares us the need to distinguish the two endpoints of a session, e.g. by means of



polarities [6, 12] or by using different names connected by the same binder [5, 13].
Using a calculus with linear channels and explicit continuations spares us the need to
update the type of channels in typing contexts. Once a channel has been used it is
effectively consumed, therefore its type can be removed from the typing context and
the type of the continuation channel is added back to the typing context. As is turns
out, removing and adding types is easier than updating them. Even more so consider-
ing that the type of continuation channels must be added at the beginning of a typing
context, since such channels are fresh by definition.

The formalisation of LCC that we obtain is both the most complete (in terms of
features supported by the calculus) and the most streamlined (in terms of code size)
among the known formalisations of session/linear calculi [6-8, 14-19]. It is also one
of only two formalisations that prove the deadlock freedom property for a session
calculus [19] and it does so with substantially less code.

The rest of the paper is organised as follows. Section 2 describes the syntax and the
operational semantics of LCC and states the properties of well-typed processes that
we formalise and prove, namely typing preservation, deadlock freedom and runtime
safety. Section 3 illustrates the key aspects of the Agda formalisation with particular
emphasis on the representation of channels and of typing contexts. We assume that
the reader is somewhat familiar about Agda but we recall the lesser known definitions
from Agda’s standard library. Section 4 discusses related work more in detail by
providing a qualitative and quantitative comparison between the known formalisations
of session/linear calculi. Section 5 summarises our contributions and discusses ongoing
and future work.

The formalisation has been checked with Agda 2.8.0 and the code is available on
in a public repository on GitHub [20].

2 A Linear Calculus of Continuations

In this section we give a cursory presentation of LCC starting from its types
(Section 2.1) then moving on to the syntax of processes (Section 2.2), their reduc-
tion semantics (Section 2.3), the typing rules (Section 2.4) and the formulation of the
properties ensured by the type system (Section 2.5).

As we have anticipated in Section 1, LCC is closely related to CP [5, 11] except that
LCC features linear channels instead of sessions. We refer the reader to the literature
on CP [5, 11, 21] and other session calculi based on linear logic [22, 23] for a thorough
introduction to these models.

2.1 Types

The types of LCC, ranged over by A, B, ..., are the linear logic propositions generated
by the grammar

ABu:=X|X"|T|0|L|1|AB|A®B|A%B|A®B|VX.A|3X.A|1A|?4

where X, Y, ...range over an infinite set of type (or proposition) variables.
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Table 1 Syntax of LCC.

PQ =z y link
x> {} fail
z().P wait
z[] close

\

|

| z>(2){P,Q} case
| x<inj;[z].P  select
| z(y,z).P join
| =@ly,2](P|Q) fork
| z(X,2).P for all
\
\
\
\
\
\

z[A, z].P exists
lz(y).P server
?xly|.P client
?x(].P weakening
?zly, z].P contraction

(z: A)(P|Q) cut

The interpretation of linear logic propositions as behaviours is quite standard.
Constants and connectives describe linear channels, which must be used for a single
communication, whereas the modalities ! and ? describe shared channels. The mul-
tiplicative constants | and 1 describe channels used for receiving/sending an empty
message (without continuations). The additive constants describe unusable channels.
They can play the role of smallest/largest type in type systems that support a notion
of subtyping [24], but will mostly ignore them in this work. The additive connectives
A & B and A @ B describe channels used for receiving/sending either a continuation
of type A or a continuation of type B. The sender selects one of the two possibili-
ties, while the receiver offers both. The multiplicative connectives A9 B and A ® B
describe channels used for receiving/sending two continuations, one of type A and the
other of type B. The quantifiers VX.A and 3X.A describe channels used for receiv-
ing/sending a type X along with a continuation of type A. They are useful to describe
parametric protocol polymorphism. Finally, the “of course” modality !A and the “why
not” modality ?A describe shared channels on which servers and clients accept and
request connections of type A.

The notions of free type variables, of duality and of type substitution are stan-
dard [11]. In particular, we write A+ for the dual of A and A{B/X} for the type
obtained by replacing the free occurrences of X in A with B.

2.2 Processes

The syntax of processes makes use of an infinite set of channels, ranged over by x, y
and z, and is shown in Table 1. A link x > y denotes the merging of the channels
z and y, so that each message sent on one of the channels is forwarded to the other.
As discussed in the literature [21] and illustrated in Example 2.2, this form is useful
for modeling the exchange of an existing channel on another channel. The processes
z().P and x[] respectively model the input and output of an empty message on the
channel z. The latter process terminates after the message has been sent, while the
former continues as P once the message has been received. The process z > {} can



be used to denote a failure concerning the channel z. The process z > (2){Q1, @2}
offers a choice on channel x and continues as either @J; or Q)2 depending on which
branch is selected with z bound to the received continuation channel. The process
a<inj;[z]. P performs a choice (represented by a label inj; with ¢ = 1, 2) and sends a fresh
continuation channel z on the channel x. The processes z(y, z).R and z[y, z](P | Q)
describe the input/output of two fresh continuations channels y and z on the channel
2. The receiver can use y and z in whatever order. The sender forks into P and @,
each using y and z respectively. The processes (X, z).P and x[A4, z].P describe the
input/output of a type on the channel = along with a fresh continuation z.

Next we have process forms dealing with shared (non-linear) channels. The pro-
cesses lz(y).P and ?z[y]. P respectively denote servers and clients acting on the shared
channel z. Each request (from a client) spawns a copy of the server’s body using
the continuation channel y. The process 7z[].P denotes an explicit weakening, that is
a client that does not use x. The process ?z[y, z]. P denotes an explicit contraction
whereby a client uses x multiple times (once with name y and once with name z).

Finally, cuts of the form (x : A)(P | Q) represent the parallel composition of the
processes P and @ connected by a channel z, which has type A in P and type A+ in
Q. Henceforth we write (z)(P|Q) omitting the type annotation A when it is irrelevant
or clear from the context.

The notions of free and bound channels are fairly standard, bearing in mind
that output prefixes bind continuation channels in (some) continuation processes. For
instance, z <inj;[z].P binds z in P, while z[y, z](P | Q) binds y in P but not in Q and
binds z in @ but not in P. We write fc(P) for the set of channels occurring free in P
and we identify processes up to renaming of bound channels.

Example 2.1. We can represent the protocol of a boolean value being produced as the
type B "1 @1 and that of a boolean value being consumed as its dual B+ = 1 & L.
Following these types, the boolean constants can be modeled by the processes

True(z) def o < inj1[z'].2[] False(z) def o < injo[z'].2[]

and the boolean negation function by the process

Not(z,y) def x> (2"){2' (). False(y),x' (). True(y) }

As an example, the composition (x : B)(True(z) | Not(z,y)) produces false on y.
Note the use of explicit continuations in these processes and the fact that each channel
is used exactly once. The same processes in CP would be written as

True(x) def x<injy.z]] False(x) def x <injg.z]] Not(z,y) def x> {ig;?ﬁf:g))}

where each channel is used multiple times to indicate the sequence of input/output
actions pertaining to the same session. In general, the CP version of an LCC process can
be obtained by reusing the same channel x in place of the continuation z in Table 1. 4
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231
932 Table 2 Operational semantics of LCC. Many side conditions for the [s-*] rules are omitted (see text).

233

[s-LINK oy Jyox
234 [s-comm (@)(P1Q) I (=)QP)
235 [s-FAIL () {}|P) 3 y>{}
236 [s-wAIT ()(y()-P|Q) 2 y()-(z)(P| Q)
9237 [s-case @)y (){PQ} | R) I y> (){(=)(P| R),(=)(Q| R)}
[s-sELECT (x)(yQinj;[2].P| Q) T y<inji[z].(2)(P | Q)
238 [s-J01N (@) (y(u, 2).P Q) I y(u,2).(z)(P| Q)
239 [s-FORK-L (@) (ylu, 2](P | Q) | R) 2 ylu,2]((=)(P | R) | Q) z € fc(P)
240 [s-FORK-R (@)(ylu, 2](P | Q) | R) 3 ylu,2](P | (z)(Q | R)) z € fc(Q)
941 [s-FORALL (@) (y(X,2).P Q) J y(X,2).(2)(P| Q)
[s-EXISTS (z)(y[A4,2].P Q) 3T y[A,2].(z)(P|Q)
242 [s-SERVER ()(ly(w).P | lz(v).Q) 3 ly(u).(x)(P |lz(v).Q)
243 [s-CLIENT (2)(Pyl2].P | Q) 2 Tylz].(x)(P | Q)
244 [s-WEAKEN (@)?y[].P|Q) 3 y[.(z)(P|Q)
245 [s-coNTRACT (@) (?ylu,v].P [ Q) I Tylu,v].(x)(P| Q)
246 [R-LINK (z)(x <>y | P) ~ P{y/x}
247 [r-cLOSE (z)(z[] | z().P) ~ P
248 [R-SELECT| (2)(z <inji[2].P |z > (2){Q1,Q2}) ~ (2)(P| Qi) i€{1,2}
9249 [R-FORK (@)(zly, 2](P | Q) | 2(y, 2)-R) ~ (y)(P|(2)(Q|R))
[R-EXISTS (x)(@[A, 2].P | 2(X, 2).Q) ~ (2)(P|Q{A/X})
250 [R-CONNECT (2)(lz(y).P | 72[y]-Q) ~ (y)(P|Q)
251  [R-WEAKEN (@) (\2(y)-P | ?72[.Q) ~ 7Z[].Q fe(P) = {y,z}
959 [R-CONTRACT (@)(lz(y).P | tz[’, 2"].Q) ~ ?Z[z/,2"].(z") (12" (y).P" | (=")(lz” (y).P" | Q)) ~
[r-cuT z)(P|R) ~ (#)(Q| R) P~Q
253 [R-CcONG P~ Q POR~Q
254
255 “fe(P) = {y,z}, P’ = P{z'/z}, P"" = P{z" /z}
256
257
258 2.3 Operational Semantics
259

260 The operational semantics of LCC is shown in Table 2 and is given by two relations: a
261 structural pre-congruence relation J, which relates essentially indistinguishable pro-
9Go  cesses, and a reduction relation ~», which models communications. Let us describe the
963 tWo relations more in detail.

264 Structural pre-congruence is the least pre-congruence defined by the [s-*] rules.
265 [s-Link| and [s-comM] assert that links and parallel compositions are commutative.
266 The remaining rules, when read from left to right, push a cut on x underneath the
og7 topmost prefix on y of one of its sub-processes when x # y. These rules are key to
268 float input/output actions to the top-level of a process, so that they can interact with
269 corresponding complementary actions in the surrounding context. All these rules have
270 implicit side-conditions (not shown in Table 2) aimed at preserving the meaning of
271 channels when binders are moved around: terms entering or exiting the scope of a
979 binder for x must not have free occurrences of x. This holds also for the type variable
973 X in the rule [s-ForaLL]. We content ourselves with such informal description of these
974 side conditions given that we are going to formalise LCC later on. Note also that
975 there are two versions of [s-FOrk-L| and [s-FORK-R| depending on which of the two
97¢ continuations (either P or Q) contains a free occurrence of the restricted channel z.



Another rule that deserves attention is [s-servER]|. In this case, a cut can be pushed
underneath a server prefix !y(u) only provided that the other process in the cut is also
a server on the channel restricted by the cut.

Reduction is defined by the [r-*] rules, most of them coinciding with principal cut
reductions of linear logic. The rules [R-LINK]|, [R-CLOSE], [R-SELECT]|, [R-FORK]| and [Rr-
EXISTS| erase the topmost cut and replace it with zero, one or two new cuts, depending
on the number of continuation channels that are exchanged. Note that the rule [R-LINK]
eliminates a link x <> y by substituting y for « in the scope of x and [r-cLosE] models
the communication of an empty message (without continuations). The rule [r-EXISTS]
models the instantiation of a polymorphic variable X as the communication of a type
A. We write Q{A/X} for the process obtained by replacing every free occurrence of
the type variable X with A. The rule [rR-connEcT| models the connection between
a client and a server, whereas the rules [R-wWEAKEN] and [R-CONTRACT| respectively
model the disposal of an unused server and the duplication of a server. In these rules
we use some slightly informal notation for denoting sequences of (pairwise distinct)

channels and prefixes. In particular, Z stands for a sequence z1,...,z, of channels,
7Z[].Q stands for a sequence ?z1[]...72,[].QQ of weakening prefixes and ?Z[z’,Z].R
stands for a sequence ?z1[z1, 2{] ... 7zn[2,, z11]. R of contraction prefixes.

The rule [r-cuT] propagates reductions through cuts and the rule [rR-cong]| enables
reduction up to structural pre-congruence.

Example 2.2. In this example we illustrate the role of links for the communication
of free channels by modeling an echo server that consumes boolean values and sends
them back unchanged. The protocol of the server we want to model is described by
the type !(B-’2 (B®1)) where the modality ! indicates that the server is able to accept
an unbounded number of requests and the type B2 (B ® 1) describes the sequence
of actions performed by the server at each connection with a client: the server first
consumes a boolean value (say u, of type B*), then produces another boolean value
(say v, of type B) and finally sends an empty message. We can model the server and
a possible client thus:

Server(z) € 12(3).y(u./)  [0.9")v > u o)
Client(x,2) = 2a[y].ylu, y')( True(u) | y'(v,y").y" )0 > 2)

Notice the use of continuations for chaining communications together. In the
server, the link v <> u merges v and u so as to send the same channel u received
from the client. In the client, the link v < z “assigns” the message v received
from the server to the free channel z, which represents the result of the interaction.
If we write ~~* for the reflexive, transitive closure of ~- it is easy to verify that
(x)(Client(x) | Server(z)) ~* True(z). J

2.4 Type System

We use typing contexts (i.e. sequents) to keep track of the type of channels in processes.
Typing contexts are finite maps from channels to types written as x1 : Ay,..., 2, : A,
and ranged over by I' and A. We write I', A for the union of I' and A when they have
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Table 3 Typing rules of LCC.

[ax] [T [L] (1]
PrHT
zoybao: Ay: AL z>{}ra:T,T z().Ptax:L,T z[]Fx:1
[&] [©] (%]
Pry: AT QFy:B,T Pry: AT Pry:Az:B,T
> (y){P,Q}Fz: A&B,T z<injifyl.PFa: Ay & As, T z(y,z).P+-xz: A% B,T
[®] El vl
Pry:AT QFz:B,A Pry:B{A/X},T Pry:AT X ¢ fu(I)
z[y,2z](P|Q)Fx: A® B,T,A z[A,y].P 2 :3X.B,T z(X,y).Ptaz:VX.AT v
['] (7] [WEAKEN] [conTRACT]
Prky: AT Pry: AT PET Pry:7A,z:7A,T
lz(y).PFax: 1A, z[y|.PtFx:7AT z|].PFx:7A,T x|y, 2]. P x:7AT
[cuT]

Prz:AT QFz:A+ A
(z:A)(P|Q)FT,A

disjoint domains. We write 7T" for some context I' = xy : 7Aq,..., 2, : 7A, where all
the types in its range are prefixed by the modality 7. We call these types unrestricted
because they are used to denote shared channels that can be (explicitly) discarded
and duplicated.

Typing judgments have the form P - I' meaning that the process P is well typed in
the context I'. Equivalently, the judgment indicates that the sequent F I" is derivable
and P is a proof term corresponding to the derivation for - I'. The typing rules are
shown in Table 3. They are in one-to-one correspondence with — and have exactly the
same structure of — the proof rules of classical linear logic. The reader may refer to
the standard literature on propositions as sessions [5, 11, 21| for the interpretation
of the rules. The only relevant difference with our typing rules is that the premises
mentioning the continuation channel z actually refer to the same channel z on which
the process in the conclusion is acting. The side condition X ¢ fv(T") in the rule [3]
checks that the type variable X does not occur free in the types of I' and therefore
can be generalised.

Example 2.3. Looking at Example 2.3 we notice that the server does not make any
assumption on the type of the values it receives and sends. Therefore, we can define
a polymorphic version of the echo server that works for every message type and not
just for the booleans. The polymorphic version of the echo server is defined below:

dgf

Server(x) = z(y).y(X, ).y (u,y").y"[v,y"](u < v [ y"]])



The only difference with respect to the server in Example 2.3 is that now the
process receives the type X of the messages to be processed and then continues as
before. We establish that Server(x) is well typed with the following derivation

AX[| ———— |1
UHUFUIXJ‘,U:X[ ] y/”ﬂky”’:l[[]]
02y

y//[%y///](u oo I y///[]) [ XL,yN T X®1

Y (u,y")y" o,y (u v |y Fy s X (X @1)

y(X, 9y (u,y") " [0,y (w0 [y Fy: VXX 9 (X @1)
Server(z) F z: (VX. X+ 2 (X ®1))

%]

V]
(']

where the side condition of the rule [V] is trivially satisfied since the typing context
does not contain bindings other than the one for y. a

2.5 Properties of Well-Typed Processes

The linearity challenge [1] aims at formalising two essential properties of well-typed
processes: (1) typing is preserved by reductions; (2) the peer endpoints of the same
session are always used in complementary ways. This latter property is called well
formedness in the challenge. In this work we also consider deadlock freedom, which is
more general than well formedness and holds for LCC since its type system is based on
linear logic. We now formulate these properties using the notation developed so far.

Concerning the preservation of typing, this corresponds to the usual subject
reduction result, which is expressed thus:

Theorem 2.1 (subject reduction). If P ~~ Q then P+ T implies Q FT.

In order to formulate deadlock freedom, we first need to introduce some terminol-
ogy for referring to processes that are unable to make any progress. A simple example
of deadlock is the process (x)(z[] | []). This process is unable to reduce (because a
process z[] is meant to interact with a process of the form z().P) and, more gener-
ally, it is unable to interact regardless of the context in which it is placed because the
sub-processes it contains are blocked on the channel z that is restricted by the cut. In
general, the property of being a deadlock is not simply the inability to reduce: there
are irreducible processes that are not a deadlock because they would be able to reduce
if put into a suitable context. For example, x().P does not reduce, and yet it is not a
deadlock because it would be able to make progress when composed in parallel with
z[]. Even a process like (2)(y().P|2().Q) where x # y, z cannot be considered a dead-
lock, because the prefixes y() and z() could be exposed using [s-warr] and possibly
[s-comm]. Let us make all this more precise.

We say that P is a thread if it is anything but a cut. In other words, a thread
is either a link or a process that starts with an input/output action of some sort.
Note that a thread may contain cuts, but these cuts must be guarded underneath the
topmost action prefix of the thread. We say that P is observable if P 3 @ for some
thread @. An observable process is a process that exposes an action on a free channel
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and therefore can interact through that channel, if put into some appropriate context.
We say that P is reducible if P ~ @ for some ). A reducible process may perform
a reduction step. We say that a process is alive if it is either observable or reducible
and that it is a deadlock if it is not alive.

Well-typed LCC processes are deadlock free:

Theorem 2.2 (deadlock freedom). If P T then P is alive.

We now shift the attention to well formedness. In the linearity challenge [1] this
property ensures that, whenever two processes composed in parallel begin with actions
concerning the very same session, then such actions complement each other, in the
sense that they describe opposite forms of interaction. To define well formedness in our
setting, we introduce reduction contexts as partial processes with a single unguarded
hole [], thus:

Cu=|[]|(@:A)C|P)|(z:A)P[C)

As usual, we write C[P] for the process obtained by replacing the hole in C with
P, noting that such replacement may capture channels that are bound in C and
occur free in P. Now we observe that if (J; and Q2 both act on the same channel
2 in complementary ways, then their parallel composition (z)(Q1 | Q2) is reducible
according to one of the principal cut reductions described in Table 2. Therefore, an
alternative (and more general) way of formulating well formedness is simply this: we
say that P is well formed if P 3 C[Q] implies that @ is alive. In the particular case
when @ = (2)(Q1 | Q2) and both @1 and Q5 start with an action on x, then @ is not
observable (because actions on  cannot be pulled out of the cut that binds x) and
therefore it must be reducible by Theorem 2.2.

Well-typed processes are well formed:

Theorem 2.3 (type safety). If P+ T then P is well formed.

Note that the properties expressed in Theorems 2.2 and 2.3 are invariant under
reductions thanks to Theorem 2.1.

3 Agda Formalisation

In this section we describe the formalisation of LCC in Agda. Each of the following
sub-sections matches one of the modules of the formalisation. We present in detail
only some key parts of the code including the representation of types and processes,
the definition of the operational semantics and the statement of the main results. The
complete source code is available in LCC’s public repository [20].

3.1 Type Representation

The representation of types is standard. We start by defining an indexed data type
PreType n to represents (LCC) types in the scope of n quantifiers and we use elements
of Fin n as de Bruijn indices for the quantified type variables. In this way, we make
sure that pre-types are well scoped.

10



data PreType : N — Set where

ToL1 :V{n} — PreType n

var rav :V{n} — Fin n — PreType n

& @ w @ :Y{n} — PreType n — PreType n — PreType n
V'3 :V{n} — PreType (suc n) — PreType n

17

:V{n} — PreType n — PreType n

Note the constructors var and rav, which respectively represent type variables and
their dual, and the quantifiers 'V and ‘J which increase the number of quantifiers in
the scoped pre-type.

The dual of a pre-type is computed by the following function:

dual : V{n} — PreType n — PreType n

dual T =0

dual 0 =T

dual L =1

dual 1 =1

dual (var z) =ravz

dual (rav z) =varx

dual (A & B) = dual A @ dual B
dual (A @ B) = dual A & dual B
dual (A2 B) = dual A @ dual B
dual (A ® B) = dual A % dual B
dual ('V A) = '3 (dual 4)

dual ('3 4) ="V (dual A4)

dual ("l 4) ="'7 (dual A)

dual (‘7 A) = "I (dual A)

It is straightforward to prove that duality is an involution.
dual-inv : ¥{n} {A : PreType n} — dual (dual 4) = A

This property is important in the rest of the formalisation so we define an implicit
rewriting rule that Agda can autonomously apply whenever possible. This is achieved
by means of the following pragma directive.!

{-# REWRITE dual-inv #-}

Next we define the function subst that simultaneously substitutes the type vari-
ables of a pre-type with other pre-types. In practice we will always substitute one
variable at a time, but it is technically easier to define subst so that it accepts a func-
tion substituting all variables of a pre-type, possibly with themselves. The definition

1The directive is effective provided that the option --rewriting is enabled, either globally when invoking
Agda or within an OPTIONS pragma directive in the module’s source code.
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of subst relies on some auxiliary functions for renaming type variables and lifting sub-
stitutions across quantifiers. These functions are straightforward adaptations of those
described by Kokke et al. [25].

subst : V{m n} — (Fin m — PreType n) — PreType m — PreType n

Among all substitutions, we will use the one that substitutes the O-indexed type
variable with a pre-type. It is convenient to introduce this substitution once and for
all, which we do here.

[ /]:V{n} — PreType n — Fin (suc n) — PreType n
[A /] zero = A
[ A/] (suc k) = var k

Duality and substitutions are meant to commute.

dual-subst : V{m n} {0 : Fin m — PreType n} {A : PreType m} —
subst o (dual A) = dual (subst o A)

It is worth looking at one case in the proof of dual-subst, namely when the type is
a dualised type variable:

dual-subst { } { } {o} {rav z} = refl

Here we are supposed to prove subst o (dual (rav z)) = dual (subst o (rav x)) which
is definitionally equal to o 2 = dual (dual (o x)). We could easily prove this equivalence
by invoking dual-inv, but thanks to the rewriting rule that we have added earlier a use
of refl suffices. In this case the saved effort is negligible, but in later results, where it is
necessary to use dual-inv for rewriting part of the index of some type families, having
an implicit rewriting rule allows us to avoid writing some quite obscure Agda code.

Just like dual-inv, dual-subst too is key in the formalisation that follows. Therefore,
we add it to the set of implicit rewriting rules used by Agda so that we do not have
to think about this property again.

{-# REWRITE dual-subst #-}

We call Type closed pre-types, those having no free type variables. From now on,
we will seldom use pre-types again.

Type : Set
Type = PreType zero

3.2 Context Representation

We are going to adopt a nameless representation of channels. Hence, typing contexts
are represented as lists of types, where the (polymorphic) type List and its constructors

12



[[and :: aredefined in the module Data.List of Agda’s standard library. We will keep
using I', A and © to range over typing contexts, even though in the Agda formalisation
they are lists and not finite maps as in Section 2.4.

Context : Set
Context = List Type

The most important operation concerning typing contexts is splitting. The splitting
of I' into A and ©, which we denote by I' ~ A 4+ O, represents the fact that I contains
all the types contained in A and ©, preserving both their overall multiplicity and also
their relative order within A and ©. A proof of I' ~ A 4+ ® shows how the types in I’
are distributed in A and © from left to right.

data _~ + : Context — Context — Context — Set where
e [=T+1
< VATAO} 5T >2A+0 AT ~A:A+0
> VATAO} 5T ~2A+0 - A:T~A+A:0

When splitting a context I' into A + O, for each type in I' we use one of the prefix
operators < and > to indicate whether the type is meant to be placed in A or in ©.
Once we reach the end of the typing context, we use the constructor e to build the

trivial splitting of the empty context into two empty partitions. For example, below
is a proof of the splitting [A, B,C, D] ~ [B] + [A, C, D).

splitting-example; : (A =B CuD = [))~[B]+ (A= C:D:])
splitting-example; = > < > > o

It is easy to see that splitting is commutative and that the empty context/list is
both a left and right unit of splitting.

+-comm :V{TAO®} = T~2A+0 T~ +A
> VT =T ~[+T
< W > T =T+

Context splitting is also associative. If we write A + @ for some I' such that ' ~
A+ @, then we can prove that F1 + (rg + F3) = (F1 + rg) + F3.

+-assoc-r :V{IFTAOA O} 5T ~2A+0—-0~A+0 —
ATV AT A xT =T + 6

+-assoc-l :V{ITAOAN O} T>2A+0 A=A +0 —
AT ~@ +OxT A +T

When proving a splitting I' ~ [A] + © where the left partition is a singleton [A],

it may be convenient to use > as a shortcut for a sequence of applications of > once
the A type has been reached in T'. For instance, splitting-example; can be written
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Notation Definition Meaning

Pred A/ A — Set £ predicate over A

V[ P ] v{z} - Pz implicit universality
P=Q Am—>Pzr—>Qx implication

PUQ A—>PzdQuzx disjunction

PNQ A—PzxQu conjunction

fEP Az — P (f x) update

U Az — Data.Unit. T universal set
NAX:A]P X — (X:A)— P X z infinitary conjunction

Table 4 Useful definitions in Agda’s Relation.Unary module.

equivalently and in a more compact way as shown below. More usages of > will be
provided in Section 3.9.

splitting-examples : (A =B CuD = []) = [B]+(A=C=D )
splitting-example; = > < >

From now on we will make extensive use of predicates over contexts. For this
reason, it is worth recalling in Table 4 a number of definitions from the module
Relation.Unary of Agda’s standard library. We begin using these definitions for building
a few abstractions inspired to separation logic [26] that allow us to hide context
splittings, at least in some cases. Following Rouvoet et al. [18], we define the separating
conjunction P x @ of two predicates P and () over contexts:

data _*_ (P @ : Pred Context ) (" : Context) : Set where
() VHAB} - PA-ST~2A+0—-QO0 = (PxQ)T

If P and QQ are predicates over contexts, the predicate P+ holds for those contexts
I" that can be split into A and © so that P holds for A and @ holds for ©. The
constructor () has three explicit arguments witnessing the splitting ' ~ A + ©
along with proofs of P A and @ ©. The use of metavariables P and @ for denoting
predicates over contexts is appropriate: as we will see shortly, in our formalisation
processes are indeed an example of predicate over typing contexts.

Along with x we define the separating implication (also known as “magic wand”)

_ =k : Pred Context  — Pred Context — Context — Set
(P+Q)A=V{OT} =T >A+0 PO - QT

and prove that — can be used to curry x:

curryx :V{P Q R} V[P« Q=R]—>V[P=Q ~« R]
curryx F pz o gz = F (pz ( 0 ) qx)

To conclude the implementation of typing contexts, we define a predicate Un that

holds for unrestricted contexts, those solely made of types of the form ?A. We need
this predicate in the definition of a server, which must comply with the typing rule [!].
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data Un : Context — Set where
un-[] : Un []
un-:: : V{A} = V[Un=("74: )k Un]

The empty context is trivially unrestricted. A non-empty context is unrestricted
if its head has the form 7A for some A and its tail is unrestricted as well. It is easy
to prove that I' is unrestricted if so are A and ® when I' ~ A 4+ ©:

s-un : V[ Un % Un = Un ]

3.3 Context Permutations

According to our nameless representation of channels, the position of a type in a typing
context I' determines the location of its binder in the structure of a process. When
the binding structure of a process changes, e.g. because a structural pre-congruence
rule is applied, or when a channel substitution occurs, cf. the right-hand side of the
[ax] reduction in Table 2, I' must be suitably rearranged to agree with the updated
binding structure. Such rearrangement is in fact a permutation of the elements of T.
We define typing context permutations inductively, as a binary relation e~

data e~ : Context — Context — Set where
refl V{T} =T «wT
swap : V{A BT} - (A=B:uT)ew (B A:T)
prep :V{AT A} 5T ew A= (AnT) ew (A A)
trans : V{ITAB} 5T evw A5 Aeww® =T e 0O

Each constructor of _«~  represents a particular kind of permutation: refl for
the trivial permutation that does not change anything; swap for the permutation that
swaps the first two elements of a typing context; prep for the permutation applied to
the tail of a typing context; trans for the sequential composition of permutations.

The definition of the data type «~ is nearly the same found in the module
Data.List.Relation.Binary.Permutation.Propositional of Agda’s standard library. We have
preferred defining our own notion of permutation for simplicity and convenience: the
swap constructor does not need a sub-permutation for the tail of the typing context,
which can always be performed, if needed, combining swap with prep and trans. Also,
and more importantly, our data type «~ is monomorphic (it does not need to
relate arbitrary lists) and the arguments A and B of swap and prep are implicit, which
streamlines the usage of these constructors in the rest of the code.

It is easy to see that _«~» is an equivalence relation. In the following we also use
another property of permutations related to context splitting and list concatenation

_++ :if '~ A+ 0, then I is a permutation of the concatenation of A and ©.

«~~sconcat V{F |1 FQ} —T~T;1+T3 — (F1 ++ rg) e [
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3.4 Channel and Process Representation

We adopt an intrinsically-typed representation of processes with nameless channels.
The intrinsically-typed representation makes sure that only well-typed processes can
be constructed. This choice increases the effort in the definition of the datatypes for
representing processes and their operational semantics, but pays off in the rest of the
formalisation for at least three reasons:

® we need not give explicit names to channels, thus we avoid all the technicalities and
pitfalls that a named representation entails;

® we conflate processes and typing rules in the same datatype, thus reducing the
overall number of datatypes defined in the formalisation;

® the typing preservation results are embedded in the very definition of the operational
semantics of processes and do not require separate proofs (Sections 3.5 and 3.6).

Channels are not given any name. Instead, they are represented as terms witness-
ing that their type is present in the typing context. This is known as co-de Bruijn
syntazx [27], whereby the typing context associated with a term (a process, a channel)
only contains the types of the channels that actually occur within the term. For this
reason, typing contexts are split eagerly, according to the structure of processes, to
make sure that channels are appropriately (and above all linearly) distributed among
sub-processes, so that each channel is used exactly once. Concretely, a channel of type
A is a predicate that holds for the singleton context [ A |:

data Ch (A : Type) : Context — Set where
ch:ChA[A]

A process that is well typed in a typing context I is a predicate that holds for T.
Here is the datatype Proc for representing processes:

data Proc : Context — Set where
link : V{A} — V[ Ch A % Ch (dual A) = Proc |
fail :V[Ch T % U= Proc]
wait : V[ Ch L % Proc = Proc |
close  :V[Ch 1= Proc]
case :V{A B} —

V[Ch (A& B) * ((A:: )F Procn (B : )k Proc) = Proc]
select :V{A B} —

V[Ch (A& B)* ((A:: )+ ProcU (B :: )F Proc) = Proc]
join :V{A B} - V[Ch(A® B)* ((A: )F(B: )k Proc) = Proc]
fork :V{A B} —

V[ Ch (A ® B) % ((A:: ) F Proc) * ((B :: ) F Proc) = Proc ]

all V{A} —
V[ Ch (V A) « N[ X : Type] ((subst [ X /] A :: ) F Proc) = Proc]
ex :V{A B} = V[ Ch (‘3 A) * ((subst [ B /] A :: ) F Proc) = Proc ]

server :V{A} = V[Ch (" A) x (UnnN ((A ::_) F Proc)) = Proc]
client :V{A} = V[Ch (‘? A) = ((A :: ) F Proc) = Proc |
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weaken :V{A} — V[ Ch (‘7 A)
contract : V{A} — V[ Ch (‘7 A)
cut V{A} = V[ (A= )F

Proc = Proc |
(‘"7A: )E('7 A ) F Proc) = Proc]
Proc) * ((dual A :: ) F Proc) = Proc ]

*
*

The constructor link builds a link x <> y. This process is well typed in a context of
the form z : A,y : AL, namely a context satisfying the predicate Ch A * Ch (dual A)
which we see on the left-hand side of =.

The constructor cut builds a cut (x : A)(P | @). This process is well typed in a
context I'if ' ~ A 4+ © so that P and @Q are well typed in the contexts x : A, A and
x : A+, ©, which are obtained from A and © by adding the bindings z : A and = : A*,
respectively. Since z is the most recently introduced channel, the types A and A+
are added in front of A and ©, which we do by means of the functions (A :: ) and
(dual A :: ). These are partial applications of the constructor :: for lists to which
we have supplied the left operand.

All the remaining constructors basically follow the same pattern: they possibly
quantify over some types A and B and then (implicitly) over a typing context I
through the function V[ ] applied to a predicate of the form P = Proc. The predicate
states how to build a process that is well typed in T, provided that T satisfies P. In
general, P is a (separating) conjunction of sub-predicates corresponding to the channel
on which the process is acting and to the premises of its typing rule.

For example, the constructor fail, which builds a process z>{}, requires the context
I" to satisfy the predicate Ch T % U, meaning that I' must contain an entry T (U is the
universal predicate that holds for every context, cf. Table 4). That form of " matches
the typing context in the conclusion of the rule [T].

The constructor wait, which builds a process x().P, requires I' to (separately)
satisfy Ch L, that is the channel z on which the process is operating, as well as Proc,
that is the continuation process P, which must be well typed in the remaining typing
context.

The constructor close, which builds a process z[], requires the typing context to
be the singleton list [1].

Let us move on to the forms that produce continuation channels. As an example,
the constructor case builds a process x > (y){P,Q}, where both P and @ use the
continuation channel y. In this case I' must satisfy the predicate

Ch (A& B)* ((A:: )FProcn (B : )F Proc)

which looks intimidating at first but makes perfect sense once we recall the typing
rule [&] and the definitions of N and + in Table 4. Remember that we are trying to
establish whether 2> (y){P, @} is well typed in I'. The predicate Ch (A & B) expresses
the requirement that the type of x must be of the form A & B and should be found in
I'. In other words, I' ~ [A & B] + A for some A. Now P and @ must be well typed in
the context A augmented with the association y : A and y : B, respectively, whence
the use of N to verify a (non-separating) conjunction of the predicates (A :: ) F Proc
and (B :: ) F Proc. The two new contexts are obtained by adding either A or B
to A, which we perform using . Crucially, the types A and B are prepended to A,
which is consistent with the fact that the continuation y has been freshly introduced
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and the channel z has been consumed. Notice how easy it is to prepend either A or
B to A instead of changing the type of x in ' from A & B to either A or B while
preserving the position of the type, as we would have to do in a “true” session type
system without explicit continuation channels.

The interpretation of the remaining constructors is analogous, so we only comment
all, which builds a process (X, y).P. This constructor models the continuation P using
higher-order abstract syntax (HOAS): proving that a context I satisfies the predicate

ﬂ[ X : Type] ((subst [ X /] A:: ) F Proc
means providing a function that, for every type X, produces a witness for the predicate
((subst [ X /] A:: ) F Proc

applied to I'. Note that the side condition X ¢ fv(T") of [v] is trivially enforced by
definition: A has type PreType 1, that is a pre-type with at most one free type variable
X, whereas T is a typing context, that is a list of Type = PreType 0 without free type
variables. Therefore, X cannot occur in T'.

We conclude this module proving that permutations preserve process typing. Since
list permutations basically correspond to channel renaming, we can read this property
as the fact that typing is preserved by (bijective) name substitutions.

amsproc : V{T' A} = T «~ A — Proc T' — Proc A

3.5 Structural Pre-Congruence

We formalise structural precongruence as a binary relation between processes that
are well typed in the same typing context. This entails that structural precongruence
preserves typing by definition.

data _J {I'}: ProcT"— Proc I" — Set where

The datatype for J has one constructor for each structural pre-congruence rule
in Table 2. Since many aspects recur repeatedly, we illustrate the implementation of
just a few representative rules starting from [s-comm].

s-comm :
V{AT1To PQ}(p:T~T1 4+T3) —
cut {A} (P (p) Q) Jcut (Q ( +-comm p ) P)

The constructor s-comm models the commutativity property of parallel compo-
sition. We use 4+-comm to compute the proof of the splitting I' ~ 'y + I} from p.
Notice that s-comm makes key use of the implicit rewriting rule dual-inv described
in Section 3.1. Indeed P and @ have type Proc (A :: Ty) and Proc (dual A :: Ty),
respectively, but the cut on the r.h.s. of J expects P to have type dual (dual A).
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Thanks to dual-inv, Agda considers these types equivalent without requiring intricate
substitutions in the index of Proc.
The constructor s-wait models the [s-wart] rule:

s-wait :
let ,p', ¢ =+-assoc-l p g in
cut {A} (wait (ch (> ¢) P) (p) Q) 2
wait (ch (¢ ) cut (P (p") Q))

There are two non-trivial aspects worth commenting. The first one concerns the
proof > ¢ used within wait. To understand the meaning of this proof, we must recall
three key elements:

1. (wait (ch ( > ¢ ) P) is a direct sub-process of the cut, and therefore it is meant to
be well typed in the context A :: Ty.

2. Being a wait process, such context must contain a L type as per the typing rule
[L]. That is A : Ty ~ [L] 4+ A :: A for some A.

3. The [s-wart] rule is applicable only provided that the channel restricted by the
cut (say z, of type A) is different from the channel consumed by the wait process
(say y, of type L). We enforce the side condition x # y of [s-warr] (which we left
implicit in Table 2) imposing that the type A in front of A :: T} goes to the right
partition of the splitting [L] + A :: A through the use of >.

The other aspect that is worth commenting concerns the rearrangement of the
splittings in the process after the application of structural precongruence. Overall, p
and ¢ prove the splittings ([L] + A) + Ty, but the precongruence rule requires this
splitting to be rearranged as [ L]+ (A+Ty). That is, we need to apply the left-to-right
associativity property of context splitting which we called +-assoc-| in Section 3.2. The
nested let-in allows us to pattern match on the result of the application +-assoc-l p ¢
and to extract the new proofs p’ and ¢’ for the rearranged splittings.

The constructors s-select-I and s-select-r model [s-seLEcT] when the selected tag is
respectively inj; and injs. For example, for s-select-l we have:

s-select-| :
V{IMMTeAABCPQ}(p:T~T1+T)(¢:T1~[BdC]+A4A)—
let ,p', ¢ =+-assoc-l p g in
cut {A} (select (ch (> ¢ ) injy P) (p) Q)3
select (ch ( ¢ ) inj; (cut («~procswap P ( < p' ) Q)))

Here the process (select (ch ( > ¢ )) inj; P), that is y <inj;[2].P, is found under
a cut for z : A and is using some channel y : B & C' to select inj;. The continuation
process P uses a fresh continuation channel z : B. Therefore, P is required to be well
typed in the context B :: A :: A, where the type B of z comes before the type A of x
since z is introduced later than x. After structural pre-congruence is applied, however,
the type of the continuation channel z ends up behind that of the restricted channel
x, because now z and z are introduced in the opposite order. Therefore, we need to
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rename the channels in P so that it is well typed in the context A :: B :: A. Such
renaming is achieved applying the function «~proc to the swap permutation and to
the process P.

We also discuss the modeling of the [s-Fork-1]| rule, which is interesting because
of its complex side conditions:

s-fork-| :
V{I'iTe AA Ay AB C P Q R}
(p:T=Ty4+T)(¢g:T1=2[BoC]+A)(r:A~A +A) —
let ,p, ¢ =+-assoc-l p ¢ in
let , p”, 7 = 4-assoc-l p’ rin
let ¢, 7" = 4-assoc-r v (+-comm p'’) in
cut {A} (fork (ch (> ¢ ) (P (<r) Q) (p)R)3
fork (ch ( ¢ ) (cut («wprocswap P (< ¢’ ) R) (") Q))

Recall from Table 2 that we allow using this rule on a process of the form (x :
A)(ylu,v](P | Q) | R) when x € fc(P). We capture the condition x € fc(P) by means
of the splitting < r, implying that the type A of x ends up in the typing context for
P and not in the one for ). The symmetric rule [s-FOrk-R] is modeled by another
constructor s-fork-r, which is similar to s-fork-l except that < r is replaced by > r.

Finally, in Section 2.3 we have colloquially defined J as a “pre-congruence”, imply-
ing that it is a reflexive, transitive relation preserved by some forms of the calculus.
In the formalisation we have to be precise and we introduce specific rules:

srefl :vV{P} - PP

stran :Y{P QR} >P31Q—~QIR—PIR

sscong :V{IMMTe APQP Q}F(p:T~T1 +T2) =
PIQ—-P2Q —wcut{d}(P(p)P)Ict(Q(p))

Note that we define a single congruence rule s-cong that allows us to apply J
within cuts, but not underneath prefixes. This limited form of pre-congruence turns
out to be sufficient for the development that follows.

We concede that the implementation of the pre-congruence rules (including those
not discussed here) can be difficult to decipher. In part, this is due to the fact that
splitting proofs are manifest and no longer hidden by separating conjunctions (as
in Section 3.4) because we need them to enforce the side conditions of the rules in
Table 2. We should also bear in mind that, using an intrinsically-typed representation
of processes, we have already taken care of the proof that structural pre-congruence
preserves typing.

3.6 Reduction

Just like structural pre-congruence, reduction is formalised as a binary relation
between processes that are well typed in the same typing context. Thus, the definition
of reduction embeds subject reduction (Theorem 2.1).

20



data _~» {T}:ProcT — Proc T — Set where

There is a constructor for each of the reduction rules in Table 2. Let us comment
a few representative cases.

The constructor r-link models the reduction (z : A)(z <+ y | P) ~ P{y/z} called
[rR-LINK] in Table 2:

r-link : V{A A P} (p: T ~[dual A] + A) —
cut {A} (link (ch ( < > @) ch) { p) P) ~» «~proc («wconcat p) P

The splitting p indicates that y (of type AL) occurs in the left sub-process of
the cut (that is the link z < y) and the splitting < > e to which link is applied is
structured consistently with the syntax of the link being reduced, which is oriented so
that the restricted channel z is on the left. The process P has type Proc (dual A4 :: A)
and turns into P{y/x} after the reduction. The type dual A of z in P is the first in the
typing context, indicating that it is the newest channel that P is aware of; however,
after the reduction, x is replaced by y which is found somewhere within I'. The exact
location of y in T" is encoded in the splitting p, thus we “rename” x into y within P
using the permutation «~sconcat p.

The constructor r-close models [R-CLOSE]:

r-close : V{P} (po qo : T =[] +T) —
cut (close ch ( po ) wait (ch ( < g ) P)) ~ P

While the process constructor close implicitly refers to the only free channel occur-
ring in a process of the form x[], the constructor wait uses a splitting proof of the form
< qp to make sure that the referenced channel is also the restricted one, and therefore
matches the one of the close process.

Note that r-close (and several other reduction constructors) quantifies over py and
go which both prove the splitting I' ~ [| + I'. Since the left partition is empty, these
splittings must be equal and made of a sequence of > applications followed by e. In
general, Agda will not be able to “see” that they are definitionally equal, hence it
is easier to quantify them separately so that we do not have to prove their equality
whenever we wish to apply this reduction.

The constructor r-select-l models [r-seLEcT] when the selected tag is inj;:

r-select-l : V{I'y' e A B P Q R}
(p:T =Ty +To)(po:Te =[] +T1)(q:T2>[ +T2) =
cut {A @ B} (select (ch ( < po ) inj1 P) (p)
case (ch (< qo) (@, R))) ~ cut (P (p) Q)

There is not much to note here except again for the multiple quantifications over
the trivial splittings T; ~ [|4T; and the use of < to make sure that the channel referred
to by select and case is indeed the one restricted by the cut.

The remaining constructors that describe the base reductions follow a similar
pattern, except for the implementation of [R-wEakEN]| and [rR-conTRACT] Which require
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auxiliary functions to respectively weaken and contract the typing context of the
resulting process as shown in Table 2. It is worth glancing at the implementation of
[r-EXISTS] since it involves a non-trivial rewriting of types:

r-exists : V{A BTy 'y P F}
(p:F:F1+F2)(p0:FI:[]-i—Fl)(qo:Fg:[ +F2)%
cut {"3 A} (ex {A} {B} (ch (< po) P) (p) all (ch(
cut (P (p) F B)

Recalling the definitions of ex and all from Section 3.4, we note that P has type
Proc (subst [ B /] A::T1) and F' B is a process of type Proc (subst [ B /] (dual A) :: Ty).
In order for these two processes to be composable in a cut, it must be the case that
subst [ B /] (dual A) = dual (subst [ B /] A), which was proved in Section 3.1 under
the name dual-subst. Thanks to the implicit rewriting rule, we do not have to rewrite
the index in the type of F' B, which is silently accepted as is.

Reduction is closed under cuts and by structural pre-congruence as per [r-cuT] and
[r-cong]. The corresponding constructors that model these features are shown below:

r-cut V{F1F2APQR}(qF:F1+F2)%
P~ @ —cut{A} (P (¢q) R) ~ cut (Q (¢q) R)
r-cong :V{PRQ} > PIR—>R~Q — P~ Q

3.7 Deadlock Freedom

As we have seen in Section 2, the deadlock freedom property and Theorem 2.2 rest on
some notions and predicates about processes which must be formalised in Agda. First
of all we need to define the notion of thread, that is any process other than a cut. It
is convenient to provide a more fine-grained classification of threads, distinguishing
between links and input/output actions and sometimes also on whether such actions
operate on free or bound channels. We define predicates for each of these classes:

data Link :V{T'} — Proc T" — Set
data Input :V{T'} — Proc T" — Set
data Output :V{T'} — Proc T" — Set
data Delayed :V{T'} — Proc T" — Set
data Server :V{T'} — Proc T" — Set

data DelayedServer : V{I'} — Proc I" — Set

The implementation of these predicates is not interesting since it is essentially
isomorphic to the relevant fragments of the Proc datatype. The only aspect that is
worth pointing out here is that in Input, Output and Server the channel being acted
upon by the thread is the first in ', hence it is the most recently introduced channel,
whereas in Delayed and DelayedServer the channel is not the first. This allows us to
distinguish those threads that, in the context of a cut, operate on the channel bound
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by the cut or on a free channel. To clarify this aspect, let us look at the implementation
of the constructor wait in Input and in Delayed. In the former predicate we have

wait : V{T A P} (p : T~ [| + A) — Input (wait (ch ( < p ) P))

where the use of the constructor < indicates that the thread operates on the most
recent channel. In the latter predicate we have

wait : V{C T AP} (p:T=[L]+ A)— Delayed (wait (ch (> {C}p) P))

where the use of the constructor > indicates that the thread operates on a channel
other than the most recent one. Note that here we have to specify the type C in front
of ' or else Agda is unable to automatically resolve some metavariables.

The predicate Thread is simply the disjoint union of all the previous ones.

data Thread {T'} (P : Proc T") : Set where
link : Link P — Thread P
delayed : Delayed P — Thread P
output : Qutput P — Thread P
input : Input P — Thread P
server : Server P — Thread P
dserver : DelayedServer P — Thread P

Observability, reducibility and aliveness are defined in the expected way:

Observable : V{I'} — Proc " — Set
Observable P =3[ Q] P 3 Q x Thread @

Reducible : V{I'} — Proc T" — Set
Reducible P =3[ Q] P ~ @

Alive : V{T'} — Proc " — Set
Alive P = Observable P W Reducible P

In order to prove that every (well-typed) process is alive, it is convenient to define
a “canonical” form for cuts, that is a form that matches at least one of the L.h.s of one
of the rules for structural pre-congruence or reduction in Table 2. This is the notion
where the fine-grained classification of threads introduced earlier comes into play.

data CanonicalCut {T'} : Proc ' — Set where
cc-link VM Te AP QY (p:T =Ty 4+T3) —
Link P — CanonicalCut (cut {A} (P (p) Q))
ccredex V{1 T AP QY (p:T =Ty 4+T9) —
Output P — (Input U Server) Q@ —
CanonicalCut (cut {A} (P (p ) Q))
cc-delayed : V{T1 T AP Q} (p:T~T1 +T3) —
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1059 Delayed P — CanonicalCut (cut {4} (P (p) Q))

1060 ccservers V{T1 T AP Q} (p:T =Ty +T3) =
1061 DelayedServer P — Server ) —

1062 CanonicalCut (cut {4} (P (p) Q))
1063

1064 A canonical cut (z: A)(P| Q) has one of these forms:
1065

® P is a link (cc-link), or

1 .

066 e P performs an output on = and @ performs an input on z (cc-redex), or
1067 .
1068 e P operates on a channel other than x and is not a server (cc-delayed), or

1069 e both P and @ are servers and P operates on a channel other than z (cc-servers).

1070 We have to distinguish servers from the other input operations because the struc-
1071 tural pre-congruence rule [s-sErVER| can only be applied when the two sub-processes
1072 of a cut are both servers.

1073 Every cut (z : A)(P | Q) where both P and @ are threads can be rewritten into a
1074 canonical cut using structural pre-congruence:

1075

1076 canonical-cut : V{AT T To P Q}(p:T =Ty +T3) —

1077 Thread P — Thread Q —

1078 [ R ] CanonicalCut R x cut {A} (P (p) Q) IR

1079

1080 It is easy to prove that every canonical cut is alive, either reducing it or applying
1081 structural pre-congruence to rewrite it into a thread.

1082

1083 canonical-cut-alive : V{T'} {C : Proc T’} — CanonicalCut C — Alive C

1084

1085 Now deadlock freedom for P can be proved by induction on P.

1086

1087 deadlock-freedom : V{T'} (P : Proc T') — Alive P

1088

1089 When P is a thread, then it is obviously observable and hence alive. When P
1090 is a cut (z : A)(P | @), deadlock-freedom is applied recursively to P and to @Q, in
1091 turn. If either of these applications yields a reduction, then the whole cut is reducible
1092 and therefore alive. If both applications yield a thread, then we conclude that the
1093 cut is alive first rewriting it into a canonical cut with canonical-cut and then using
1094 canonical-cut-alive.

1095

1096 3.8 Type Safety

1097
1098 We have seen that type safety is a simple instance of deadlock freedom, which is

1099 made even simpler to formalise in our development where processes are intrinsically
1100 typed. We start by defining reduction contexts as processes with a single hole. In our
1101 intrinsically-typed formalisation, reduction contexts are parameterised by the typing
1102 context A of the hole, which is invariant, and indexed by the typing context I of the
1103 whole reduction context:

1104
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data ReductionContext (A : Context) : Context — Set where
hole : ReductionContext A A
cut-l : V{A} — V[ ((A :: ) F ReductionContext A) x ((dual A :: )+ Proc) =
ReductionContext A |
cut-r : V{A} = V[ ((A :: ) F Proc) * ((dual A :: ) I ReductionContext A) =
ReductionContext A |

The constructor hole builds a hole, as the name implies. The constructors cut-I and
cut-r build reduction contexts where the hole is found in the left (respectively, right)
sub-term of a cut, as per the grammar of reduction contexts given in Section 2.5.

Substitution inside a reduction context C is a straightforward function [ ] that
operates recursively on the structure of C:

[1:¥{l A} — ReductionContext A T" — Proc A — Proc I’
hole [P]=P

cat-l (C(p) Q) [P]=cut ((C[P])(p) Q)
cut-r (Q(p)C)[P]l=cut (Q (p)(C[P]))

This notion of process substitution preserves typing by construction thanks to the
fact that both processes and reduction contexts are intrinsically typed.
A process P is well formed if every unguarded sub-process @ in it is alive.

WellFormed : V{I'} — Proc ' — Set
WellFormed {I'} P = V{A} {C : ReductionContext A T'} {Q : Proc A} —
PO(C[Q]) — Alive @

The proof of type safety ends up being a trivial application of deadlock-freedom.
No work is needed to deduce that the process ) in the hole of a reduction context is
well typed because structural pre-congruence preserves typing by definition.

type-safety : V{T'} (P : Proc ") — WellFormed P
type-safety P { } { }{Q} = deadlock-freedom @

3.9 Examples

In this section we revisit and expand the processes discussed in Examples 2.1 and 2.3
and show their encoding in our formalisation. The encoding of B is straightforward

B : Type
B=1®1

and the boolean constants are encoded thus:

True : Proc [ B ]
True = select (ch ( < > ) inj; (close ch))
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1151

1152 False : Proc [ B ]
1153 False = select (ch ( < > ) injy (close ch))
1154

1155 We take advantage of the host language for programming higher-order processes.
1156 For example, we can define a conditional process thus:

1157

1158 If Else : V[ Proc = Proc = (dual B :: ) F Proc|]

1159 If P Else @ = curryx case ch (< >>) ((wait (ch ( <> ) P)
1160 , wait (ch { <> ) Q))
1161

1162 A term If P Else @ is a process that waits for a boolean value (cf. the dual B type at
1163 the front of its typing context) and continues as either P or () depending on whether
1164 it receives true or false. We use curryx (defined in Section 3.2) to curry the constructor
1165 case so that we can supply its arguments one by one saving a few parentheses and
1166 reducing clutter (more on this in Remark 3.1 at the end of this section).

1167 Next we define a process Drop P that consumes a boolean and continues as P
1168 regardless of its value.

1169

1170 Drop : V[ Proc = (dual B :: ) - Proc]

1171 Drop P = If P Else P

1172

1173 Using these higher-order forms, it is easy to define the usual boolean connectives.
1174

1175 I Proc[B] — Proc [B]

1176 Il B = curry* cut B > (If False Else True)

1177

1178 && || :Proc[B]— Proc[B] — Proc|[B]

1179 A && B = curryx cut A > $

1180 curryx cut B> $

1181 If curryx link ch (< >) ch Else (Drop False)

1182 AllB =1(11A&&!"B)

1183

1184 The function $ (defined in Agda’s standard library) is just a low-precedence, vis-
1185 ible function application operator. We use it as a separator to flatten deeply nested
1186 expressions and save a bunch of parentheses. For the sake of illustration, we have
1187 chosen to define the disjunction || from the conjunction && and negation !! using De
1188 Morgan’s laws.

1189 To test our definitions, we implement a simple evaluator using the deadlock free-
1190 dom property. We have not proved a termination result, but since linear logic enjoys
1191 cut elimination we can safely annotate the evaluator as terminating.

1192

1193 {-# TERMINATING #-}

1194 eval : V[ Proc = Proc |

1195 eval P with deadlock-freedom P
1196
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e inp (@, ) =@
w2 (@, ) =eval Q

Now if we ask Agda to normalise the goal eval (False || False) we obtain
select (ch ( < e ) injy (close ch)), that is the definition of False, as expected.

For the encoding of the polymorphic echo server (Example 2.3), we start by
encoding its type !(VX. X1 2 (X ® 1)):

ServerT : Type
ServerT = "1 ('V (rav (# 0) 2 (var (# 0) ® 1)))

The notation # n (defined in Agda’s standard library) creates an element of Fin
from the natural number n. Here it is used to create the de Bruijn index of the type
variable X. We now encode the server

Server : Proc [ ServerT ]
Server = curry (curryx server ch (< >)) un-[] $
curryx all ch (< >») A X —
curryx join ch (< >) $
curryx (curryx fork ch (< >>)) (curryx link ch (< > ) ch) (< >) $
close ch

and the client that sends true to it

Client : Proc (dual ServerT :: B :: [])
Client = curryx client ch (< >) $
curryx (ex {_} {B}) ch (< >)$
curryx (curryx fork ch (< >>)) True > $
curryx join ch (< >>) $
curryx wait ch (< >) $
curryx link ch (< > o) ch

To test our definitions, we compose client and server in parallel

Main : Proc [ B ]
Main = curryx cut Client (< o) Server

and then ask Agda to normalize Main, which yields True as expected.

Remark 3.1. Writing processes in Agda would be more pleasant if the constructors of
the data type Proc were naturally curried, instead of currying them on demand with
curryx as we do here. Below is the naturally curried constructor fork of a hypothetical
data type Proc’, obtained by expanding the definition of separating conjunction:

fork : V{ABTA®®; 0} - Ch(A®B)A—-T~A+0 —
Proc' (A :: ©) - O ~0; + ©; — Proc’ (B :: ®3) — Proc’ (A ® B == T)
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1243 This version of fork is fully curried, but also less readable than the one we gave
1244 in Section 3.4 because of the (now visible) context splittings. We can recover some
1245 clarity and still obtain a curried version of fork using (literally) the magic wand:
1246

1247 fork : V{A B} —

1248 V[Ch (A® B) = (A:: )k Proc” = (B :: ) F Proc” — Proc" ]

1249

1250 However, the first arrow must be a plain implication = and not a magic wand to

1251 account for the appropriate amount of context splittings. We found this formulation
1252 of the constructors harder to explain and motivate in Section 3.4. Since none of the
1253 alternative definitions of Proc was fully satisfactory, we preferred the most elegant
1254 version of the data type at the expense of additional clutter in this section. a
1255

1256 4 Related Work

1257

1258 We have compared our formalisation with others of typed calculi that support binary
1259 sessions either natively or through their encoding using continuations [9, 28].

1260 Goto et al. [14] describe the formalisation of a session-based variant of the -
1261 calculus which supports channel polymorphism. This is the oldest formalisation of a
1262 session-based calculus for which we were able to retrieve the source code (the work of
1263 Gay [29] predates this one, but its source code is not publicly available any more).
1264 Thiemann [15] formalises a subset of GV [30], a functional language extended with
1265 session communication primitives, along with an interpreter. Ciccone and Padovani
1266 [17] have taken inspiration from his work to formalise a variant of the linear m-
1267 calculus [28] that supports dependent types, so as to enable the description of
1268 communication protocols whose structure may depend on the content of messages.
1269 Castro-Perez et al. [16] describe EMTST, a library for the formalisation of session
1270 type systems that includes as case studies the session calculus of Honda et al. [3]
1271 (called “original system”) and a revised version of it that is more amenable to be
1272 formalised using a locally nameless representation of channels.

1273 Rouvoet et al. [18] present a library of abstractions inspired to separation logic
1274 aiding the formalisation of interpreters for languages with linear resources. One of the
1275 presented case studies is the formalisation of a fragment of GV [11, 30]. Unlike the
1276 other formalisations we are discussing, Rouvoet et al. [18] do not define a small-step
1277 semantics for GV but their formalisation is intrinsically typed, hence the interpreter
1278 preserves proves a form of subject reduction property. The separating conjunction
1279 defined in Section 3.2 and the typing of the constructors for the representation of
1280 processes in Section 3.4 have been adapted from this work of Rouvoet et al. [18].
1281 Jacobs et al. [19] formalise a library of connectivity graphs for reasoning on and
1282 enforcing deadlock freedom in a variant of GV [11, 30]. This is the first formalisation
1283 of deadlock freedom for a calculus of sessions.

1284 All the formalisations mentioned so far make use of context splitting. In contrast,
1285 Zalakain and Dardha [6] formalise a generalisation of the linear m-calculus which is
1286 parametric in a usage algebra (to account for channel sharing/linearity) and that is
1287 based on leftover typing [31]. Typing judgments have the form I' = P > A so that a
1288 process P is typed with respect to an input context I', which describes all the available
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channels, and a context of leftovers A, which describes the residual channels not
consumed by the process. In this way, it is possible to “concatenate” typing judgments
by matching the leftovers in one judgment with the input context of the subsequent
one, with no need for splitting. As Zalakain and Dardha [6] nicely summarise, context
splittings are not necessary because they “contain usage information that is already
present in processes.” This is true provided that channels are named (Zalakain and
Dardha [6] use de Bruijn indices to this aim). In fact, the co-de Bruijn representation
of processes [27], whereby channels are nameless and context splitting is performed
eagerly, can be seen as the “dual approach” of leftover typing: channel names provide
information that is already present in their (singleton) typing context, hence they can
be omitted from contexts and processes.

Motivated by the technical difficulties arising from context splittings, Sano et al.
[7] define a structural version of CP using an approach based on linearity predicates.
The key idea is to treat typing contexts structurally and to enforce the linear usage
of channels by checking their syntactical occurrence in processes. Interestingly, this
approach relies on the explicit naming of continuations so as to precisely account for
the number of times a channel is actually used. Sano et al. [7] do not connect their
technique with the continuation-passing encoding of binary sessions [9, 10], but the
analogies are evident even though the role of continuations differs.

Zackon et al. [8] describe a typing context management technique where channels
are associated not just with a type but also with a tag, that is an element of a given
resource algebra that summarises the number of allowed usages of a particular channel,
including the possibility that the channel is not available. This approach streamlines
context splitting since contexts can be treated in an essentially structural way, except
for tags which are conveninently combined using operations from the resource algebra.

Table 5 shows an overview of the aforementioned formalisations (sorted by pub-
lication date) including our own. The first five columns identify the calculus being
formalised. We provide its reference paper, the prover in which it is formalised and an
acronym that gives an idea of the flavour of the calculus. We also specify whether the
calculus features cuts (that is, the combination of restriction and parallel composition
corresponding to the cut of linear logic) and continuations. CP [5, 11] and GV [11, 30]
are well-known acronyms in the literature on session types. Sw refers to (variants of)
the session-based 7-calculus presented by Honda et al. [3] while L7 refers to (variants
of) the linear w-calculus [28]. Finally, SCP is the structural version of CP introduced
by Sano et al. [7] and LCC is our calculus. We emphasize that the actual calculus
being formalised usually differs from (typically, is a strict subset of) the one identified
by the acronym and that the same acronym may sometimes refer to different versions
of the same calculus. In particular, GV in a logical setting is described by Wadler [11]
but its first (non-logical) version is due to Gay and Vasconcelos [30].

Concerning the use of continuations, the approaches based directly on the linear
m-calculus (into which sessions can be encoded) are marked with + and those based
on a calculus with native sessions are marked with —. The calculus SCP is marked
with + because, while not directly inspired to the linear m-calculus, it makes use
of explicit continuations for defining the predicates that check the linear usage of
channels. Finally, all the approaches based on GV are also marked with 4. Officially,
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1335 Table 5 Overview of different formalisations of binary session calculi (sizes in kb).
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Reference paper Prover © O O | Linearity Channels = n A A A =
1342 Goto et al. [14] Coq Sm — — splits  loc. nameless — | 543 — — — 543¢
1343 Thiemann [15] Agda GV — + splits  co-de Bruijn + | 177 — — — 177°
1344 Rouvoet et al. [18] Agda GV — =+ splits co-de Bruijn + | 27 55 — — 82°¢
1345 Castro-Perez et al. [16] Coq Sm — — splits  loc. nameless — | 204 — — — 204¢
Ciccone and Padovani [17] Agda Lx — + splits  co-de Bruijn + | 77 — — — 77°¢
1346 Zzalakain and Dardha [6] Agda Lm — + | leftovers de Bruijn —| 82 8 — — 907
1347 Jacobs et al. [19] Coq GV + =+ splits named — | 68 — 25 171 2649
1348 Sano et al. [7] Beluga SCP + =+ | predicates HOAS -/ 3% - - — 35
1349 Zackon et al. [8] Beluga CP + — tags HOAS —| 56 73 — — 129"
this Agda LCC + + splits  co-de Bruijn + | 21 — 15 — 36°
1350
1351

1352 “Includes shared and polymorphic channels. Excluded safety results.
®Includes shared channels, recursive types, subtyping and the interpreter.
1353 “Includes type-preserving evaluator and library for proof-relevant separation algebra.
1354 9Includes shared channels. Excluded original syntax.
“Includes shared channels, recursive and dependent session types.
1355  fIncludes shared channels and the library for the algebra of types.
1356 ilncludes deadlock freedom and the library for connectivity graphs.
Excluded correspondence between CP and SCP.
1357 ‘Includes shared, polymorphic channels and deadlock freedom. Excluded safety results.

1358

1359

1360 none of these calculi makes use of continuations, but GV is designed in such a way
1361 that each operation acting on a channel s is a function that returns the result of
1362 the operation (if present) along with the same channel s. In this way, the type of s
1363 can be conveniently “updated” to take into account the effect of the operation. As
1364 observed by Padovani [32], this semantics of the communication primitives is virtually
1365 indistinguishable from one making use of explicit continuation channels.

1366 The three middle columns of Table 5 report the relevant qualitative aspects of
1367 the formalisations, namely the management of typing contexts, the representation of
1368 channels and whether processes are intrinsically or extrinsically typed.

1369 The rightmost columns report the size (in kilobytes) of the formalisations as rough
1370 (and possibly questionable) estimates of their complexity. Papers describing formal-
1371 isations typically report the “lines of code” as a measure of development effort, but
1372 the number of lines may be affected by code indentation styles and syntactical con-
1373 straints of the proof assistant being used. For this reason, we have preferred to count
1374 the total number of characters after comments have been removed and spaces have
1375 been squeezed.? The reported sizes account for the source code of the formalisations
1376 excluding examples and any safety result, if present. We have excluded safety results
1377 because their meaning varies widely across the formalisations and, except for our
1378

1379 2Sequences of two or more consecutive space-like characters are collapsed into a single space. The
1380 squeezing is obtained by running the command tr -s [:space:] file on Unix-like systems.
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own, they all differ from the one stated in the linearity challenge [1]. Some formalisa-
tions [6, 8, 18, 19] define libraries which can be reused in different contexts. In these
cases, the size of the library is reported separately next to the size of the part of the
development that uses it.

In general, it is difficult to draw firm conclusions on the effectiveness of the vari-
ous approaches in addressing the linearity challenge because the formalisations differ
widely for a variety of entangled factors. Looking at the available data, we can make
the following observations. The adoption of context splitting, which is very well rep-
resented, does not seem to be a good indicator of the complexity of the formalisation.
Indeed, the formalisations based on context splitting span the whole range of sizes,
from the largest by Goto et al. [14] (543kb) to our own (21kb, without the proof of
deadlock freedom) which is also the only one supporting all the features of CP.

The two largest formalisations [14, 16] are also the ones that adopt a locally name-
less representation of channels. In these formalisations channels are represented in
two different ways, depending on whether they are free or bound. This entails some
duplication of effort as well as some transformation machinery between the two repre-
sentations. Other channel representations are not strong complexity indicators. Note
that the adoption of co-de Bruijn syntax implies the use of context splitting, hence
the two aspects are not completely independent.

There is no strong evidence that the intrinsically typed representation of processes
reduces the size of the formalisation. As observed in Section 3.4, this choice helps
reducing the overall number of datatypes to be defined and makes some results trivial
(e.g. Theorem 2.3 formalised by type-safety), but the definitions are also more involved
because they incorporate invariants and bits of the proofs of typing preservation.
We speculate that the effort for representing processes, types and typing rules is
not substantially impacted overall, but the data types for representing syntax and
semantics of untyped processes in extrinsically-typed representations are certainly
more readable.

Using the cut in the style of linear logic instead of separate restriction and par-
allel composition simplifies the representation of channels (or session endpoints). All
the formalisations of calculi that adopt the cut tend to be small (if we exclude the
libraries), but this is not a general rule.

Finally, it appears that the use of (explicit) continuations is related to the complex-
ity of the formalisation more than anything else. Indeed, the six smallest formalisations
(excluding the deadlock freedom results) — with an average size of around 62kb — are
all based on continuations, no matter if they are explicit (Lw, SCP, LCC) or “virtual”
(GV), while the remaining ones are 263kb on average. At the very least, the use of
continuations enables a cleaner management of typing contexts since linear channels
are true “use-once” resources and there is no need to update their type.

5 Concluding Remarks

We have presented a formalisation of LCC, a linear calculus of continuations closely
related to the linear w-calculus [28] and supported by the same type system of CP [11].
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1427 Binary sessions can be modeled in LCC using the continuation-passing encoding
1428 described by Kobayashi [9, extended version] and Dardha et al. [10].

1429 The linear calculus of continuations and the calculus described in the linearity
1430 challenge [1] are incomparable in terms of expressiveness. On the one hand, the chal-
1431 lenge only considers a minimal calculus of first-order, monomorphic sessions while
1432 LCC supports linear, shared, higher-order, polymorphic channels; on the other hand,
1433 the calculus of the challenge allows the modeling of sequential processes owning both
1434 endpoints of a session and in general of cyclic network topologies, none of which can
1435 be modeled in LCC because of its tight correspondence with linear logic. We think
1436 that LCC deserves its own space in the context of the linearity challenge alongside
1437 with (but not in substitution of) more traditional session calculi.

1438 Considering the richness of LCC in terms of features and proved properties, the
1439 simple formalisation of LCC casts some doubts on the actual role of context splitting
1440 as a source of complexity. We perceive more tangible benefits from the adoption of
1441 a calculus with explicit continuations where channels are linear in a literal sense. In
1442 this respect, we find it intriguing that, among the alternative approaches that have
1443 been proposed to overcome the difficulties of context splitting, the one by Sano et al.
1444 [7] makes key use of explicit continuations.

1445 The compact formalisation of LCC is a good starting point for further develop-
1446 ments. We have already extended LCC with support for coinductive (i.e. possibly
1447 infinite) types and recursive processes (this extension is in LCC’s public reposi-
1448 tory [20]). In the future, it would be interesting to formalise the strong normalisation
1449 property of LCC as a consequence of cut elimination of classical linear logic.

1450 In this work we have focused on models of binary sessions (those connecting exactly
1451 two processes), but there are also formalisations of multiparty sessions, notably those
1452 by Jacobs et al. [33] and Tirore et al. [34], which can be significantly more complex
1453 than those of binary sessions. The formalisation by Jacobs et al. [33] amounts to 173kb
1454 and the one by Tirore et al. [34] to more than 1Mb of Coq code. Also in these cases,
1455 the formalisation based on (virtual) continuations [33] happens to be substantially
1456 smaller. Whether this is a coincidence or further evidence of the effectiveness of the
1457 continuation-based approaches is left for future investigations.
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