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Abstract

This Supplementary Information provides additional technical details supporting
the article “High-capacity and robust information transmission using generalized ran-
dom structured beams and deep learning-based decoding.” It presents the mapping
strategy between grayscale values and random modes, describes the complex amplitude
modulation encoding algorithm, and the key parameters of the convolutional neural

network used in this study.
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Supplementary Note 1: Mapping relationship

In Figs. S1-S10, we present the mapping relationships among grayscale values, beam param-
eter sets (n,l,d;,d,), and the corresponding simulated intensity distributions of the random

modes.

Supplementary Note 2: Complex amplitude modulation
encoding algorithm

As shown in the main text, the cross-spectral density of a random structured beam can
be expressed as W (ry,r2) = 7% (r1) 7 (re) (T (r1) T (r2)). When T (r) satisfies the zero-
mean Gaussian random statistical property and has a sufficient number of realizations, the
cross-spectral density can be expressed as W (ry,ry) = fo ay U (r1) Uy (r2), where N is
the number of modes, o,y = 1/N is the mode weight, and U, (r) represents the complex
random mode. Therefore, by designing a complex random transmission function, a random
structured beam with predetermined characteristics can be obtained.

In this study, we express the complex random transmission function as

T, (r) = / R(v) /o (W H (x,v) &V, (S1)

where p,, (v) is an element of the power spectral density function set {p,, (v)}n, H (r,v) =
7 (r) exp (ikv - r) is the response function, and R (v) = a(v) + ib(v), where a (v) and b (v)
are two sets of Gaussian random variables with unit variance and zero mean. This allows us

to obtain the complex amplitude random mode T}, (r).
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Supplementary Note 3: Parameters of the convolutional

neural network

Model training was performed using the Adam optimizer, which adaptively adjusts the learn-

ing rate based on first- and second-order gradient moments. A relatively large learning rate

was used at the initial stage to accelerate convergence, followed by gradual reduction for fine

refinement. The batch size was set to 128, and the network was trained for 80 epochs. The

initial learning rate was set to 0.0001 and was reduced by a factor of 10 at epochs 60 and

70, respectively.

Table S1: VGG-16 Net Model Details

Layer Kernel Size | Stride | Padding | Output Size | Channels
Input - - - - 224 x 224 3
Conv2d+ReLLU 3x3 1 1 224 x 224 64
Block 1 | Conv2d+ReLLU 3x3 1 1 224 x 224 64
Maxpool 2x2 2 0 112 x 112 64
Conv2d+ReLLU 3x3 1 1 112 x 112 128
Block 2 | Conv2d+ReLLU 3x3 1 1 112 x 112 128
Maxpool 2x2 2 0 56 x 56 128
Conv2d+ReLLU 3x3 1 1 56 x 56 256
Block 3 Conv2d+ReLLU 3x3 1 1 56 X 56 256
Conv2d+ReLLU 3x3 1 1 56 X 56 256
Maxpool 2x2 2 0 28 x 28 256
Conv2d+ReLU 3x3 1 1 28 x 28 512
Block 4 Conv2d+ReLLU 3x3 1 1 28 x 28 512
Conv2d+ReLLU 3x3 1 1 28 x 28 512
Maxpool 2x2 2 0 14 x 14 512
Conv2d+ReLU 3x3 1 1 14 x 14 512
Block 5 Conv2d+ReLLU 3x3 1 1 14 x 14 512
Conv2d+ReLLU 3x3 1 1 14 x 14 512
Maxpool 2x2 2 0 7T 512
Fully Connected - - - 1x1 4096
Classifier | Fully Connected - - - 1x1 4096
Fully Connected - - - 1x1 256
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Figure S2: Mapping relationship group 2
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Figure S3: Mapping relationship group 3
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Figure S6: Mapping relationship group 6
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