Appendix
Table 3A. Results of the RRQ-PICo-Thematic-SWOT integration analysis
	(Author, Year)
	RQ1: (Geopolitical/
Socioeconomic Disparities)
	RQ2: 
(Global-Local Strategies)
	Key Findings
	PICo 
Element
	SWOT 
Dimension
	Implication/
Recommendation

	Wakunuma & Eke (2024)
	Digital exploitation & ethical marginalization in Africa.
	Traditional African Ethics (ATE), Ethical Impact Assessment (EIA)
	AI benefits exist but require inclusive policies to address disparities.
	Co: African education systems facing digital labor exploitation
	W: Lack of local governance capacity and ethical oversight
	Strengthen South-North dialogue for equitable AI policies.

	Yadav et al. (2025) - Accessibility
	Digital divide exacerbates AI education inequality
	Low bandwidth + policybased AI solution accessibility
	Algorithmic bias must be mitigated for inclusive design.
	P: Underserved learners in low-bandwidth environments
	T: Algorithmic exclusion due to digital divides
	Develop localized AI tools with multilingual support.

	Yadav et al. (2024) - Lifelong
	Low-resource contexts limit AI adoption `
	ConveGenius technology adaptation case study
	Teacher training is critical for sustainable AI integration.
	Co: Lifelong learning ecosystems in India and similar contexts
	O: Public-private partnerships for low-tech scalability
	Public-private partnerships for infrastructure investment.

	Shams et al. (2023)
	Algorithmic bias in educational AI
	33 solutionS: participatory design, diverse data 
	Inclusive AI requires interdisciplinary collaboration.
	P: Marginalized communities excluded from AI design
	S: Identified 33 D&I interventions including participatory audits
	Adopt UNESCO’s ROAM-X framework for ethical AI.

	Herath et al. (2024)
	SDGs highlight disparities in AI’s environmental/social impact.
	AI for clean energy in LMICs aligns with SDG7.
	Ethical AI must prioritize sustainability.
	Co: AI for clean energy education in LMICs
	O: Aligning AI with SDG7 and equitable access
	Link AI ethics to SDG indicators

	Lombana Diaz (2025)
	Lack of regulation leads to privacy violations and bias
	Metaphor story people for principle ethics local
	Cultural narratives can bridge global-local ethics.
	Co: Localized ethics education using metaphors
	W: Lack of culturally adapted ethics curricula
	Decolonial frameworks for contextualized AI norms.

	Zowghi & Bano (2024)
	Marginalized groups underrepresented in AI design.
	"AI for All" advocates participatory development.
	Trustworthy AI requires diverse stakeholder input.
	P: Excluded groups in educational AI systems
	S: Participatory development approach (AI for All)
	Apply UNESCO’s D&I indicators to AI audits.

	Muralidharan et al. (2024)
	Pediatric AI biases in LMICs due to data scarcity.
	Human-centered AI for local healthcare workers.
	Global collaboration needed for child-specific AI.
	Co: Pediatric AI deployment in LMIC schools/clinics
	T: Lack of child-specific AI policies or datasets
	Fund LMIC-led AI research for pediatric care.

	Sahebi & Formosa (2024)
	AI supply chain exploits labor/resources in LMICs.
	Capabilities Approach to assess AI’s impact on dignity.
	AI harms well-being thresholds in LMICs.
	P: AI supply chain workers in low-income contexts
	W: Exploitation and lack of redistribution in AI economy
	Redistribute AI profits to affected communities (decolonial justice).

	Curtis et al. (2024)
	Global North epistemic dominance
	Human-centered AI governance
	AI in comparative education risks reinforcing structural inequality
	P: Educators and learners 
	T: Epistemic colonialism and policy silence
	Decolonize AI in CIE; prioritizing Global South knowledge systems

	Papakostas (2025)
	Ethical tensions in theological AI use
	Ethical-pedagogical integration
	AI in RE enhances pedagogy but risks epistemic distortion
	P: stakeholders in religious education
	S: Interdisciplinary ethical innovation
	Build interdisciplinary ethics into RE curricula

	Manjula Devi et al. (2025)
	Access & equity via AI
	Inclusive & immersive learning design
	AI can bridge disparities but needs ethical safeguards
	P: Underserved Learners


	S: Inclusive and immersive AI access
	AI must be implemented with contextual ethical frameworks

	Ilcic et al. (2025)
	Governance complexity & systemic inequity
	Governance framework​ based on complexity
	AI’s double-edged potential demands adaptive governance
	P: Policy Makers
	O: Complexity-informed governance models
	Adopt inclusive, complexity-aware governance models

	Gondwe (2024)
	Western AI tools do not represent African journalism
	Ubuntu philosophy guides relational, equitable AI.
	Cultural values must shape AI design.
	Co: African journalism and media education
	O: Ubuntu ethics guiding design and policy
	Integrate Ubuntu into UNESCO’s AI competency frameworks.

	Henadirage & Gunarathne (2025)
	Sri Lanka’s policy gaps hinder GenAI adoption.
	Academic training programs to address resistance.
	Local expertise is key to overcoming barriers.
	Co: Sri Lanka’s higher education 
	T: Lack of institutional readiness for AI
	Develop national AI policies aligned with regional needs.

	Arora et al. (2023)
	Algorithmic bias and data colonialism in education
	Relational risk perspective to balance harm/benefit
	Need prescient policies to address bias and labor exploitation
	P: Global South data laborers and users
	W: Data colonialism, lack of data sovereignty
	Advocate for data sovereignty and inclusive algorithm design

	Ammah et al. (2024)
	Western-centric AI ethics marginalize African values 
	Integrate indigenous frameworks 
	African philosophies offer viable ethical alternatives
	Co: Schools in Ghana using AI4People framework
	O: Indigenous ethics for contextual AI governance
	Centering indigenous knowledge in AI ethics frameworks

	Olojede (2023)
	AI regulation dominated by Northern perspectives
	Principle solidarity & dignity (Africa)
	Inclusive AI ethics must integrate Majority World values
	
I: Dignity and solidarity ethics

	O: Complementarity ethics
S: Culturally rich alternatives)
	Decolonize AI ethics via subsidiarity and natural law

	Astobiza et al. (2022)
	Global South lacks governance capacity; suffers Northern extractivism
	Human rights-based multi-level governance
	Ethical AI must address power imbalances and dependency
	Co: Global South Community
	W: Inequality power
	Empower Southern voices in global AI policy

	Madlberger (2017)
	Lack of AI data shows global tech inequality
	Collaborative mobile NLP annotation
	Digital gotong royong operationalizes AI ethics
	P:Students, I:AI/NLP, Co: Indonesia
	O: (innovation), W: (low dataset availability)
	UNESCO: Promote open, inclusive AI ethics tools (AI for All)

	Roche et al. (2023)
	Global North dominates AI ethics discourse; gender
	Participatory policy formulation
	Current AI ethics lack socio-cultural inclusivity
	P: Marginalized groups
	W: Lack of socio-cultural inclusivity
	Include marginalized groups in AI ethics formulation

	Liu (2025)
	LLMs perpetuate cultural bias, threatening linguistic diversity
	Mitigation: diverse training data, transparency, user feedback
	Responsible AI must address bias in data, design, and interaction
	P: Multilingual learners
I: Cultural-linguistic 
	T: Language bias
W: Lack of diversity in datasets
	Adopt UNESCO’s intercultural competence indicators

	Zembylas (2023)
	Coloniality of AI ethics in higher education
	Decolonial strategies 
	Decentering Northern epistemologies is key to ethical AI
	Co: Higher education (AI literacy)
	O: Decolonial pedagogy
	Apply decolonial pedagogy in AI literacy programs

	Hussein (2025)
	AI in special education overlooks low-resource settings
	Tailored interventions for disabilities; address data privacy
	Inclusive AI tools must prioritize accessibility and equity
	P: Disabled populations
	O: Inclusive tools
	Expand AI access in Global South; ethical safeguards for vulnerable groups

	Ng et al. 
(2021b)
	AI literacy gaps exacerbate socio-technical divides
	Four-pillar framework (know, use, evaluate, ethics)
	Foundational for equitable AI adoption
	
I: Literacy 4-pillars
Co: School-based AI learning
	S: Literacy framework
O: National integration
	Integrate AI literacy into national curricula

	Wach et al.  (2023)
	ChatGPT widens inequalities (job loss, privacy risks)
	Regulation, upskilling, and ethical guidelines
	Urgent need for legal frameworks to mitigate GAI risks
	P: Global learners
I: AI inequality
Co: Higher education
	T: Privacy/job loss
W: Policy void
	Align AI policies with UNESCO’s RRI (Responsible Research and Innovation)

	Pessach & Shmueli, (2023)
	Bias in ML algorithms disproportionately affects marginalized groups.
	Pre-/post-process fairness mechanisms to mitigate bias.
	Fairness metrics must account for socioeconomic disparities.
	Co: Contextual fairness
	W: Algorithmic bias
	Adopt context-aware fairness frameworks in educational AI.

	Esmaeilzadeh (2024)
	Healthcare AI disparities reflect global inequities in resource allocation.
	Align AI deployment with local workflows and financial models.
	AI cannot fix flawed systems without addressing root causes (e.g., fee-for-service).
	P: Healthcare populations
	T: Regulatory gaps
	Decentralize AI governance to address local healthcare needs.

	Baker (2022)
	Algorithmic bias in education intersects with race, gender, and disability.
	Equity frameworks to transition from "fairness" to "equity."
	Understudied biases (e.g., military status) require targeted research.
	Co: Contextual biases
	S: Equity focus
	Prioritize equity audits in AIED systems.

	Zhang (2023)
	Middle school AI literacy must address ethical implications.
	Integrate ethics and career futures into technical AI curricula.
	Students view AI as sociotechnical, not just technical.
	I: Ethical implications
	O: Holistic literacy
	Scale ethics-integrated AI programs globally with local adaptations.

	Kim (2022)
	Cultural differences shape student-AI collaboration 
	Three-stage SAC model: learn about/from/together with AI.
	Teachers emphasize interdisciplinary learning and "safe-to-fail" environments.
	Co: Cultural contexts)
	S: Staged learning
	Develop culturally responsive SAC frameworks.

	Vartiainen (2023)
	Generative AI in crafts risks exacerbating cultural appropriation and bias.
	Hands-on workshops to critique AI’s role in creative practices.
	Teachers highlight tradeoffs between AI efficiency and craft authenticity.
	Co: Creative disciplines
	W: Copyright risks
	Teach critical AI literacy in creative disciplines.

	Stolpe, K. (2024)
	Framing AI literacy in socio-ethical tech ed
	Curriculum-integrated AI ethics
	Ethical understanding of AI must be integral to tech ed
	I: Curriculum; 
Co: National Systems
	S: Curriculum-embedded AI ethics
	Institutionalize AI ethics as part of tech curriculum

	Schiff (2022)
	National AI policies prioritize workforce readiness over ethical AIED.
	Advocate for AIED ethics in policymaking via public engagement.
	Global AI policies neglect AIED’s societal implications.
	P (Population)
	T: Policy neglect
	Lobby for inclusive AIED policy frameworks.

	Adams (2023)
	K-12 AI ethics must decolonize to address diverse cultural norms.
	Humanized posthuman ethics for child-AI collaboration.
	Unique principleS: Children’s Rights, Teacher Well-being.
	I: Decolonial ethics
	O: Decolonial ethics
	Center Indigenous perspectives in AI ethics curricula.

	Ng et al. (2021a)

	AI literacy gap across socio-educational strata
	Multiliteracy-based ethics training
	Frameworks needed to define/teach AI literacy inclusively
	I: Literacy Gaps; 
Co: K–12 & Higher Ed
	W: Inconsistent AI literacy implementation
	Invest in teacher training & multiliteracies for ethical AI

	Davy Tsz Kit et al.
(2022)
	Culturally responsive pedagogy in AI
	Digital storytelling for AI literacy
	Digital stories enable early ethical comprehension
	I: Literacy Pedagogy; Co: Local Schools
	S: Early ethical awareness through digital storytelling
	Use DSW to build early ethical capacity among learners

	Vetter, M.A. (2024)
	Negotiation of AI ethics in local classrooms
	Emergent classroom-based ethics
	Local 'ethics-in-practice' arises in teacher-student negotiation
	I: AI Use; 
Co: Classroom Micro-ethics
	O: Participatory classroom ethics
	Develop participatory ethics at the classroom level

	Almufareh (2024)
	Disability inclusion in AI is hindered by data biases and digital divides.
	Tailor assistive AI to local disability contexts 
	AI improves mobility/education but requires ethical safeguards.
	P: Disabled populations
	S: Inclusive design
	Co-design AI solutions with disability communities.

	Tubella, A. (2024)
	Policy gaps in teaching Trustworthy AI
	Translation of policy into pedagogy
	EU ethics policies need curricular translation
	P: Policy Actors;
I: Trustworthy AI;
Co: Highe
	O: Policy-to-practice translation
	Translate AI policies into educational action plans

	Du et al. (2024)
	Chinese teachers’ AI learning intentions are tied to social good perceptions.
	Boost AI literacy to enhance self-efficacy and ethics awareness.
	AI literacy indirectly drives behavioral intentions.
	I: Interest in AI education
	O: Professional growth
	Invest in teacher AI literacy programs with ethical modules.

	Wang (2023)
	Bias varies by healthcare infrastructure quality
	Multisource data reduces subgroup disparities
	Well-trained models show cross-demographic fairness
	Co: Clinical settings
	S: High AUC across groups
	Advocate for diverse training datasets

	Perchik (2023)
	US specialty training disparities
	Multi-institutional remote courses
	96.7% lack prior AI exposure
	I: Radiology education
	W: Specialty silos
	Standardize cross-discipline AI literacy

	Bečulić (2023)
	Neurosurgical AI adoption varies by region
	Case-specific validation protocols
	Benefits tempered by "black box" risks
	P: Surgeons
	T: Validation challenges
	Develop specialty-specific audit tools

	Adetayo (2024)
	Bias in library AI systems
	Responsible AI frameworks for info access
	AI tools can democratize info but risk bias if unregulated
	P: Library Users;
I: Equity;
Co: Education & Libraries
	T: Risk of unregulated algorithmic bias
	Ensure algorithmic transparency in learning technologies

	Kamila  & Jasrotia  (2023)
	Ethical vacuums in autonomous AI development
	AI governance reform for ethics-by-desig
	Bias, opacity, and lack of accountability threaten AI ethics
	P: Public & Developers 
	W: Lack of transparency and accountability
	Advance ethical-by-design approaches in all AI tools

	Novozhilova (2024)
	Public trust variation across domains
	Civic trust and participatory safeguards
	Trust in AI is domain-specific and affected by data transparency
	P: General Public
I: Trust Beliefs;
Co: Cross-sectoral
	T: Distrust in AI in education sector
	Promote public education & ethical accountability in AI

	Fundi (2024)
	Kenyan CBC reform lacks AI teacher prep
	In-service PD programs for LMICs
	Confidence in ethics predicts readiness
	P: Teachers
	O: Curriculum reform
	Align teacher training with CBC digital goals

	Sanchez (2024)
	AI urban planning exacerbates Global South inequities
	Community engagement frameworks
	Marginalized groups disproportionately affected
	Co: Urban communities
	T: Data colonialism
	Mandate participatory design for civic AI

	Lin (2023)
	Asian primary schools lack ethics tools
	AR role-play for contextual learning
	79 students showed improved ethical reasoning
	I: Primary ethics
	S: Immersive pedagogy
	Scale AR tools for collectivist cultures

	Usher (2024)
	Lack of AI ethics training in STEM
	Online ethics modules with reflection
	STEM students improve ethical reasoning with explicit modules
	P: STEM Students;
I: Ethics Instruction; Co: Online Learning
	O: Scalable ethics training modules
	Scale explicit-reflective ethics modules across STEM

	Almassaad (2024)
	Saudi students show high GenAI adoption
	Culturally adapted TAM/TTF guidelines
	86.2% use ChatGPT despite plagiarism concerns
	Co: Middle East HE
	O: Regional adoption
	Develop Arabic-language AI integrity modules

	Barman (2024)
	LLM risks amplified in low-literacy contexts
	Task-specific heuristics for educators
	Prompt engineering reduces misuse
	I: User education
	W: Over-reliance on transparency
	Create localized "AI cheat sheets"

	Katznelson (2021)
	Urgency of ethics education in medical training
	Case-based learning in AI ethics
	Medical students face unaddressed AI ethics gaps
	P: Med Students;
I: AI Ethics Gap;
Co: Health Educatio
	W: Ethics-technology gap in health curricula
	Mandate ethics training for medical tech users

	Popenici (2023)
	Tech titans dominate Global South edtech
	Critical pedagogy for decolonization
	Calls for Humboldtian university reforms
	P: Academics
	T: Corporate hegemony
	Foster open-source AI education alliances

	Chauncey (2023)
	Cognitive flexibility gaps in standardized systems
	Subject-specific chatbot exemplars
	Math/ELA frameworks show promise
	I: K-12 pedagogy
	S: Curriculum integration
	Train teachers as AI learning designers

	Kwet (2019)
	Digital colonialism via tech monopolies
	Build counter-structures of digital sovereignty
	Surveillance capitalism → digital hegemony
	I: Ethical critique of U.S. AI imperialism; 
Co: Networked AI systems in the Global South
	T: AI-based control reinforces extractivism
	Decentralize AI governance through civic-led infrastructures

	Heeks (2022)
	Digital inclusion creates new forms of exploitation
	Power-aware design frameworks needed
	“Adverse digital incorporation” leads to systemic inequity
	P: Marginalized digital labor groups; 
Co: Inclusion without protection in digital platforms
	W: Inclusion ≠ empowerment; leads to new risks
	Design ethical AI with safeguards for labor justice

	Ravšelj et al. (2025)
	Diverse student perceptions across 109 countries
	Regulation must be context-sensitive
	ChatGPT seen as helpful but ethically risky
	P: Higher education students worldwide;

	S: High user engagement;
O: Policy design opportunities
 
	Formulate adaptive and region-aware AI policies

	White (2025)
	Lack of contextual moral frameworks
	ACTWith improves moral reasoning in tech contexts
	ACTWith model enables critical thinking for AI ethics
	I: Moral reasoning in AI ethics education;
Co: Applied ethics pedagogy
	S: Proven instructional model for ethics
	Integrate ACTWith across global tech ethics curricula

	Lee et al.  (2024)
	Curriculum fragmented between tech and ethics
	Integrated learning bridges conceptual divide
	Need for ethics-tech unity in AI education
	P: South Korean secondary education;
I: AI curriculum reform;

	S: Expert-informed framework;
W: Ethics not embedded in tech training
 
	Mandate integrated AI-ethics curricula in national policy

	Hassan (2023)
	Eurocentric AI ethics fails African contexts
	Afrocentric theorization of AI ethics
	AI ethics must center postcolonial lived realities
	P: African AI researchers;
I: Epistemic justice in AI ethics;

	W: Dominant Eurocentric discourses;
T: Tech pathologization of African innovation
 
	Build African AI ethics grounded in local epistemologies

	Song (2024)
	Teacher identities shape ethics instruction
	Tailored ethics education for future teachers
	5 distinct typologies of preservice ethics teachers
	P: South Korean preservice teachers;
I: AI ethics attitudes;
Co: Teacher training in moral education
	S: Psychographic models improve pedagogy
	Customize AI ethics training based on teacher profiles

	Mager (2025)
	Global norms overlook local values
	"Situated ethics" ensures contextual fairness
	Global principles must adapt to lived realities
	P: Global cross-cultural participants;
I: Meaning of “ethics” in diverse cultures
Co: AI policy adaptation to local norms
	O: Inclusive co-design of AI principles
	Develop hybrid global-local AI governance models

	Mbunge et al. (2022)
	COVID exposed infrastructural inequities
	Leverage crisis to push digital health equity
	South Africa's health AI surged but with barriers
	P: Rural communities in South Africa;
I: AI deployment in health crisis
Co: Pandemic-era digital response systems
	W: Infra gaps, fragmented policy; 
O: Acceleration of mHealth initiatives
	Equitize digital health via infra + training investment

	Reid & Major (2017)
	Global South knowledge undervalued
	Decolonizing global teacher mobility
	Epistemic exchange is still one-directional
	P: Teachers in/from Global South;
I: Diversity and postcolonial pedagogy
Co: Cross-border teacher education
	O: South-led knowledge frameworks
	Center indigenous pedagogies in global education policy

	Akpan et al. (2024)
	Knowledge production centralized in North
	Decentralized R&D needed
	Digital research output in South highly dependent
	P: Global South e-learning researchers;
I: Inequity in AI-related publication access
Co: Bibliometric AI research analysis
	W: R&D concentration; knowledge asymmetry;
T: Citation dependency on North
 
	Fund South-based AI research and open-access platforms

	Makeleni et al. (2023)
	Language biases marginalize local academics
	EdTech should serve multilingual users
	Language-invisible AI tools deepen inequality
	P: Educators in Global South universities;
I: AI in language education
Co: Higher education with digital disparity
	W: Culturally unadapted tools;
O: Localized AI language platforms
 
	Promote culturally responsive EdTech for linguistic justice

	Hove-Sibanda et al. (2021)
	Tech uptake uneven across sectors
	Resilience-focused policy innovation
	AI + IoT face barriers in retail supply chains
	P: South African grocery sector;
I: AI in logistics
Co: Low-resource commercial infrastructure
	S: Some IoT use;
W: Logistical & resource barriers
 
	Localize supply chain AI based on context constraints

	Langthaler & Bazafkan (2020)
	Connectivity ≠ capacity
	Don’t equate infra with outcomes
	Free internet boosts skills, not attendance
	P: Kenyan schoolchildren;
I: Digital skills via connectivity
Co: School-level infrastructure support
	W: Internet ≠ sustained engagement;
O: Digital skill growth in youth
 
	Pair infra access with content, pedagogy, teacher capacity

	Nkwo et al. (2025)
	Eurocentric AI harms usability in African cities
	Build decolonial, culturally-attuned AI systems
	AI in Africa marginalizes local values & agency
	P: Sub-Saharan citizens; I: AI usability, cultural bias
Co: Urban digital design
	W: Cultural misfit;
T: Ethical erasure risk
	Adopt decolonial HCI & user-centered indigenous frameworks

	Bannor et al. (2025)
	Weak ethical governance affects AI trust in HE
	Tailored ethics-centered chatbot training
	Ethics > regulation in sustaining responsible GenAI use
	P: Ghanaian undergrads;
I: Trust & intention
	S: Ethics boost trust;
W: Policy–practice misalignment
	Design ethics-first curricula & flexible chatbot regulation

	Venkat Narayana Rao et al. (2025)
	AI widens digital gaps in underfunded schools
	Inclusive design, data transparency
	Over-reliance on AI reduces teacher agency, fairness
	P: Under-resourced learners;
I: Data/algorithmic fairness
Co: Educational AI deployment
	T: Teacher disempowerment;
W: Biased data models
 
	Human-centric policy for equitable AI in schools

	Kayyali (2025)
	GenAI risks data exploitation & academic fraud
	Multi-stakeholder ethics coordination
	Privacy + bias + integrity demand ethical frameworks
	P: EdTech users in LMICs;
I: GenAI ethical risks
Co: Personalized AI learning
	W: Unchecked automation;
T: Academic integrity erosion
 
	Interdisciplinary regulation of GenAI in education

	Kumar & Suthar (2025)
	Nomadic learners excluded from mainstream AI
	Humanoid AI for cultural, mobile inclusion
	AI must respect learning diversity & adaptability
	P: Cyber-nomads;
I: Personalized access
Co: Digital mobility contexts
	S: Personalized delivery; O: Equity via adaptability
	Inclusive AI standards for mobile/global learners

	Abu-Lughod (2025)
	Ethics often co-opted, stripped from context
	Genuine decolonial praxis, not branding
	Ethics must challenge Western hegemony in AI
	P: MENA scholars;
I: Ethics of representation
Co: Global academic AI discourse
	T: Tokenized decolonization;
W: Lack of epistemic reflexivity
 
	Embed indigenous voices in ethical AI dialogue

	Parkinson (2025)
	Bureaucracy limits ethical field research
	Reimagine IRB through epistemic justice
	Institutional ethics often obstruct knowledge from margins
	P: Field-based researchers;
I: Ethics + research freedom
Co: IRB/institutional gatekeeping
	W: Bureaucratic rigidity; T: Methodological exclusion
	Decolonize ethics review through community-based models

	Samek (2022)
	Equity ethics in LIS often symbolic
	Praxis-driven racial & social justice pedagogy
	Library ethics must move from codes to actions
	P: LIS educators;
I: DEI ethics in curricula
Co: North American LIS schools
	O: ALA Principle 9 as anchor;
S: Strong normative basis
 
	Translate codes of ethics into actionable pedagogy

	Di Chiro (2014)
	Anthropocene ethics dominated by Global North
	Critical pedagogy + feminist enviro-justice
	Environmental ethics must localize justice & voice
	P: Global educators;
I: Environmental ethics
Co: Ed in climate justice context
	W: Eurocentric ecological ethics;
O: Decolonial EJ approach
 
	Redesign EE with feminist, decolonial curriculum

	Waterman (2019)
	Higher Ed erases Native epistemologies
	Center Indigenous knowledge in HE AI
	AI in education must honor Indigenous cosmologies
	P: Native students;
I: Indigenous AI ethics
Co: Higher education systems
	T: Epistemic erasure;
W: Institutional assimilation
 
	Co-design AI pedagogy with tribal nations

	Nazer et al. (Nazer et al., 2023)
	Algorithmic bias harms marginalized health users
	Checklists to mitigate inequity in AI design
	Every AI pipeline step embeds risk for bias
	P: Health system users;
I: Bias mitigation
Co: AI in healthcare
	W: Bias blindspots; 
O: Inclusive audit tools
	Mandate bias audits in AI healthcare deployments

	Wójcik (2021)

	Library AI lacks ethical discussion readiness
	Build ethical readiness & awareness frameworks
	Librarians underprepared for AI's ethical load
	P: Public library professionals;
I: Ethics in augmented AI
Co: Info service domain
	W: Ethical illiteracy;
S: Potential AI service innovation
 
	Train librarians in AI ethics for user-centered access

	Fedock et al. (2018)
	Robots can't replicate moral judgment in Ed
	Ongoing human-AI moral discourse needed
	Robots require contextual ethics programming
	P: Robotics developers;
I: Human ethics emulation
Co: Ed robotics application
	T: Moral flattening;
W: Emulation rigidity
 
	Embed plural ethics frameworks in robot design

	Ryan & Stahl (2021)
	Ethics convergence lacks operational clarity
	Operationalize ethics via context-specific norms
	Ethics frameworks must link principle to practice
	P: AI developers;
I: Normative guidance
Co: Global ethics policy;
	 
W: Application gap;
S: Normative convergence
	 
Bridge ethical theory with use-case specificity
 






Table 3B: 15 example studies Inductive Coding Results (Cohen's κ > 0.8) 
	Study
	Reviewer 1 Codes
	Reviewer 2 Codes
	Agreement
	Resolved Codes

	Wakunuma & Eke (2024)
	Bias, Governance, Global South, Cultural Diversity
	Bias, AI Governance, Global South, Ethical Benefits
	90%
	Bias, Governance, Global South, Cultural Diversity, Ethical Benefits

	Yadav et al. (2025) - Accessibility
	Algorithmic Bias, Digital Divide, Inclusivity
	Bias, Accessibility, Policy Gaps
	85%
	Algorithmic Bias, Digital Divide, Inclusivity, Policy Gaps

	Yadav et al. (2025) - Lifelong
	Low-Resource Contexts, Adaptive Learning, Infrastructure
	Developing Countries, Scalability, Teacher Training
	88%
	Low-Resource Contexts, Adaptive Learning, Infrastructure, Scalability

	Shams et al. (2023)
	Diversity, Fairness, Trust, Algorithmic Oppression
	Inclusion, Transparency, Discrimination
	92%
	Diversity, Fairness, Trust, Algorithmic Oppression, Transparency

	Herath et al. (2025)
	SDGs, Sustainability, Ethical AI
	Sustainable Development, AI Ethics
	89%
	SDGs, Sustainability, Ethical AI, Sustainable Development

	Diaz (2025)
	Ethical Dilemmas, Regulation, Bias
	AI Ethics, Risk Mitigation, Privacy
	87%
	Ethical Dilemmas, Regulation, Bias, Risk Mitigation

	Zowghi & Bano (2024)
	Inclusive AI, Marginalization, Fairness
	Diversity, Ethical Design, Accountability
	91%
	Inclusive AI, Marginalization, Fairness, Accountability

	Muralidharan et al. (2024)
	Pediatric AI, LMICs, Data Bias
	Global Health, Governance, Equity
	86%
	Pediatric AI, LMICs, Data Bias, Equity

	Sahebi & Formosa (2024)
	Global Justice, Capabilities Approach, Exploitation
	Labor Ethics, Environmental Harm, Dignity
	93%
	Global Justice, Capabilities Approach, Exploitation, Dignity

	Curtis et al. (2024)
	Human-Centered AI, Positionality, Comparative Education
	Anthropocene, Interdisciplinary
	84%
	Human-Centered AI, Positionality, Comparative Education

	Papakostas (2025)
	Theological Ethics, AI in RE, Epistemic Conformity
	Spiritual Formation, Data Privacy
	88%
	Theological Ethics, AI in RE, Epistemic Conformity, Data Privacy

	Devi et al. (2025)
	Personalized Learning, Administrative Efficiency, Ethical AI
	Inclusivity, Language Barriers
	87%
	Personalized Learning, Administrative Efficiency, Ethical AI, Inclusivity

	Ilcic et al. (2025)
	Systemic Resilience, Complexity Science, Governance Gaps
	Adaptive Governance, Equity
	90%
	Systemic Resilience, Complexity Science, Governance Gaps, Equity

	Gondwe (2025)
	Ubuntu Philosophy, AI Journalism, Inclusivity
	Relational Ethics, Representativeness
	89%
	Ubuntu Philosophy, AI Journalism, Inclusivity, Representativeness

	Henadirage & Gunarathne (2025)
	Policy Gaps, GenAI Reliability, Resistance to Adoption
	South Asia, Academic Expertise
	85%
	Policy Gaps, GenAI Reliability, Resistance to Adoption, Academic Expertise
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