The Appendix is organized as follows. We begin by introducing the notations and reviewing related work in Section A
and Section B. Then, we present our theoretical analysis in three steps:

e First step: Derivation of the effective Lindbladian dynamics. The main result is stated in Theorem 7,
which is a rigorous version of Theorem 4, with the proof given in Section C 1.

After deriving the Lindblad dynamics, we demonstrate that two close CPTP maps have close fixed points and
mixing times in Section D Theorem 8, which provides a useful tool for analyzing the fixed point and mixing
time of ®.

e Second step: Fixed point error bounds for thermal and ground state preparation. The main
results are presented in Section E Theorem 9 and Theorem 10, corresponding to the thermal and ground states,
respectively, with proofs provided in Section E 1 and Section E 2. Combining the results from the first two steps,
we show that the fixed point of ® is close to the target thermal or ground state when properly adjusting the
parameters.

e Third step: Mixing time and End-to-end efficiency analysis. We present mixing-time results for several
physically relevant models in Theorem 17, Theorem 18, Theorem 19, and Theorem 20 and derive end-to-end
runtime estimates for our state preparation algorithm in Theorem 21. The proofs of these results are collected
in Section G—Section K.

Appendix A: Notations and detailed balance condition

For a matrix A € CV*N let A*, AT, AT be the complex conjugation, transpose, and Hermitian transpose (or

p\1/p
adjoint) of A, respectively. ||A|, = Tr ((v ATA) ) denotes the Schatten p-norm. The Schatten 1-norm |[|Al|; is

also called the trace norm, the Schatten 2-norm ||AJ|, is also called the Hilbert-Schmidt norm (or Frobenius norm for
matrices), and the Schatten oo-norm |[|Al| is the same as the operator norm [|Al|. The trace distance between two
states p,o is D(p,0) := 3 ||p — o|;. Given a superoperator ® : CN*¥ — CN*N 'we define the induced trace norm as

[Pl = Sup 12(A) |1 -

[1=1

We denote eigenstates of the Hamiltonian H by {|¢;)} and the corresponding eigenvalues by {\;}. Each difference
of eigenvalues A\; — A; is called a Bohr frequency, and B(H) denotes the set of all Bohr frequencies. Also, given
v € B(H) and a matrix A, we define

Aw) = 1) (] Ala) (il (A1)

/\j*)\i:l/

where |1;) is an eigenvector of H with eigenvalue \;.
Given the thermal state og o exp(—SH), we define the s-inner product on operator space as

(4,B),,, =Tr (Ao} Boy)

$,03

for 0 < s < 1. Given a Lindbladian operator £, we say L satisfies the KMS detailed balance condition (KMS DBC) if
LT is self-adjoint under (A, B)1)s,5, and L satisfies the GNS detailed balance condition (GNS DBC) if LT is self-adjoint

under (A, B)s,gﬂ for any s # 1/2. We note that, if £ satisfies GNS DBC, it must also satisfy KMS DBC and take a
generic form of the Davies generator. Given L satisfies GNS DBC or KMS DBC, we define the spectral gap as

A,
inf =
Tr(Acg)=0,A7#0 <Aa A>1/2,05

Gap(L) =

We adopt the following asymptotic notations beside the usual big O one. We write f = Q(g) if g = O(f); f = ©(g)
if f = 0(g) and g = O(f). The notations O, Q, © are used to suppress subdominant polylogarithmic factors. If
not specified, f = O(g) if f = O(gpolylog(g)); f = Q(g) if f = Q(gpolylog(g)); f = O(g) if f = O(gpolylog(g)).
Note that these tilde notations do not remove or suppress dominant polylogarithmic factors. For instance, if f =
O(log gloglog g), then we write f = (5(10g g) instead of f = 6(1)
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In addition, we note that when analyzing the approximate fixed point of ® in Section E 1 and Section E 2, we define
the limiting generator of L as L after letting T — oo, and set d=Ugo exp (Eoﬂ) oUg. Furthermore, in the proofs

of the mixing times in Section I and Section H, we further approximate £ by /:', which exactly fixes the thermal state
or ground state.

Given a quantum channel ®, the integer mixing time of ® describes the minimum number of iterations required so
that, starting from any initial state, the evolved state is guaranteed to be e-close to the target state. In this sense, it
characterizes the worst-case convergence time over all initial states.

Definition 6. Given a CPTP map ® with a unique fized point pax(®) and € > 0, the integer mizing time Tmix, o (€)
is defined as

Tmix,q)(e) = min {t eN

sup [#4(5) — pc(®)ls < } | (A2)

For @ that takes the form of (2), the parameter o2 can be interpreted as the effective Lindbladian evolution time per
application, and we define the (rescaled) mizing time as

tmix,q)(e) = a27-mix,<l>(€)- (AS)

Besides Theorem 6, other definitions of the mixing time are also used in the literature such as

|2 (p1) = @ (p2)lls _ 1},

sup =

tmix;e = min<t € N <
p1#p2 o1 — p2ll1 2

It is well known that tmix(€) < tmixc (loge(1/€) + 1), indicating that tmix(€) scales logarithmically in 1/e whenever
tmix;c < 00 [34]

Appendix B: Related works

In this section, we review the related works on thermal and ground state preparation, focusing on the recent
developments in Lindblad dynamics and weak-interaction dissipative systems.

Lindblad dynamics, originally developed to model the evolution of weakly coupled open quantum systems, has gar-
nered significant attention in the past two years as a protocol for preparing thermal [16-19] and ground states [20, 22],
due to its mathematical simplicity and analytical tractability. Given a Hamiltonian H, one can construct appropriate
Lindblad operators (typically of the form K = ffooo f(s)ets Ae=H5 ds) along with a suitable coherent term, such that
the resulting dynamics drive any initial state toward the thermal or ground state. The convergence rate is governed
by the mixing time of the dynamics. Recently, the mixing time analysis of Lindblad dynamics has been successfully
carried out for various physically relevant Hamiltonians in both the thermal [33, 34, 36-41] and ground state [22]
regimes. Leveraging well-developed Lindbladian simulation algorithms [17, 20, 43-45], such dynamics can be effi-
ciently simulated on a fault-tolerant quantum computer. However, due to the complexity of the jump operator, most
simulation algorithms require a large number of ancilla qubits, controlled or time-reversed Hamiltonian evolutions,
and intricate quantum control logic for clock registers, making them unsuitable for near-term quantum devices. To
mitigate the cost of simulating the detailed balanced Lindblad dynamics, very recently [23] proposes a variational
compilation strategy to construct an approximation to the jump operator and to simulate the Lindblad dynamics
using local gates.

In contrast to the Lindblad dynamics, the implementation of weak-interaction dissipative systems is more straight-
forward. Once the bath and system-bath interaction are specified, the dynamics can be simulated using forward
Hamiltonian evolution followed by partial trace (or repeated interactions). Similar to our work, several concurrent
works [31, 46-50] have also proposed quantum algorithms for thermal state preparation based on system-bath in-
teraction models. While these works offer valuable insights, they do not provide rigorous end-to-end performance
guarantees, and/or may face challenges in early fault-tolerant implementation. In the following, we provide a brief
overview of these works that are more relevant to ours and highlight the differences with our approach and summarize
them in Table I:

e In [46], the authors study the weak-interaction algorithm in the regime of small o and constant f(¢), and
rigorously establish its correctness and efficiency for a specific free fermion model. To the best of our knowledge,
it remains unclear whether their approach extends to a general Hamiltonian H.
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Properties
Algorithms Fixed-point | Mixing time | Early-fault tolerant Remarks
error bound| guarantee Implementation

Lindblad dynamics based x Controlled Hamiltonian simulation;
thermal state preparation [16-18] Complex logic gates
Discrete dynamics simulating ° % Controlled Hamiltonian simulation;
Metropolis-type sampling [9, 25] ’ Complex logic gates
Lindblad dynamics based ° Time-reversed Hamiltonian
ground state preparation [19, 20] ) simulation

Hahn et al [23] ? ? Variational compilation

Weakly-coupled system
bath interaction
Hagan et al [31] 9 ? gaar—rand.om .systerr.l—bat.h coupling;
xponential simulation time
Hahn et al [47] ? Only allow small energy transitions
Langbehn et al [48] ? ? Rotating wave approximation
Lloyd et al [49] ? ? Similar structure as [47] and '
perturbative fixed-point analysis

Scandi et al [50] ? ? Gaussian bath coupling

Shtanko et al [52], Chen et al [53] ? ETH hypothesis
This work Large energy transitions;
Can prepare ground state

Table I. Comparison of recent quantum thermal and ground state preparation algorithms based on Lindblad dynamics or weakly
coupled system-bath interaction. “Fixed-point error bound” refers to whether there is a rigorous fixed-point error bound for
a general Hamiltonian H. “Mixing time guarantee” indicates whether the mixing time of the algorithm can be theoretically
established at least for certain interacting Hamiltonians (see Section F).

e In [31], the authors assume Haar-random system-bath coupling and establish a rigorous fixed-point error bound
for the thermal state. According to their theoretical results, for general systems, the algorithm may require
impractical parameter choices to resolve exponentially close eigenvalues.For instance, as discussed in [31, Section
I.A], the required coupling strength e might be exponentially small, which in turn requires the simulation time T
in each step to scale exponentially with the number of qubits. Consequently, the total simulation time becomes
exponentially long to guarantee the correctness of the fixed point.

In [47], the authors prove a result similar to Theorem 9 for the thermal state preparation. Although their work
presents a result similar to ours in the thermal state setting, the authors do not provide theoretical guarantees
on the mixing time—an essential component for establishing the end-to-end complexity of the algorithm (see
the detailed discussion in Section G and Theorem 22). In contrast, in Section F, we prove that for commuting
local Hamiltonians and free fermion systems, the mixing time admits a well-defined limit as ¢ — oo, thereby
yielding a complete fixed-point error bound for these models, as stated in Corollary 21.

The algorithmic structure in [49] is similar to that in [47]. In both works, the bath state is initialized as
|0) (0], and the interaction function f is carefully tuned so that the resulting jump operator in the approximate
Lindblad dynamics satisfies the detailed balance condition. Ref. [49] justifies the fixed-point error bound in the
perturbative regime. Although the paper does not provide a fully rigorous error bound, its numerical results
support both the efficiency of the algorithm and the validity of the perturbative analysis. We note that, unlike
the two works [47, 49], our approach employs a nontrivial initial bath state—specifically, the thermal bath state.
This choice ensures that the dissipative part of our approximate Lindbladian dynamics automatically satisfies
the detailed balance condition. Consequently, the interaction function f in our framework can be designed with a
flexibly tunable variance o (independent of ), without the need to impose additional constraints or formulation
to maintain detailed balance. This differs from the interaction functions used in [49] and [47]. Thanks to this
flexibility, our algorithm can accommodate large energy transitions and achieve rigorous mixing times, all while
maintaining a provable bound on the fixed-point error.

In [50], the authors prove a result similar to Theorem 4, showing that the corresponding Lindbladian dynamics
approximately satisfy the KMS detailed balance condition. This, in turn, implies Theorem 9 as a corollary. In
contrast to our result, their analysis only considers the thermal state preparation and relies on the assumption of
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a Gaussian bath. Their algorithm also requires a detailed characterization of the two-point correlation functions.

e In [48, 52-54], the authors investigate bath and system-bath interaction models similar to ours. However,
the theoretical analyses in [48, 54] are primarily limited to small-scale systems, while [52, 53] rely on the
Eigenstate Thermalization Hypothesis (ETH). In particular, under the ETH assumption, [53] demonstrates
that the repeated interaction dynamics can be effectively approximated by a Davies generator for thermal state
preparation.

e Our choice of f is inspired by [17], where the authors construct a Lindbladian dynamics using the same filter
function in the jump operators. Under this framework, they also establish a fixed-point error bound for the
thermal state similar to Theorem 9.

e ® to Lindbladian dynamics: There is extensive literature supporting the convergence of ® to Lindbladian
dynamics under the weak-interaction assumption. Notably, [55, 56] derive the Coarse-Grained Master Equation
(CGME) in the presence of a general bath. More recently, [17, Appendix D] rigorously shows that the resulting
Lindbladian dynamics with f(t) = %1[_T /2,7/2)(t) approximately fixes the thermal state, yielding a result similar
to our Theorem 9. In contrast to the general setting of [55, 56], we provide a simple and explicit choice of bath
and coupling operators that allows the Lindbladian dynamics to be derived more easily. Moreover, our use of a
Gaussian filter f(t) leads to a better fixed-point error bound compared to the flat choice of f in [17, Appendix
DJ.

e In [20], the authors proposed a Lindbladian-dynamics-based algorithm for ground state preparation. As demon-
strated in [22], both theoretically and numerically, the dynamics exhibits rapid mixing for several physical
Hamiltonians. We note that the algorithm in [20] simulates the Lindbladian dynamics using a single ancilla
qubit but requires time-reversed Hamiltonian evolution. In contrast, our algorithm involves only forward Hamil-
tonian evolution, which leads to a nontrivial Lamb shift term in the dynamics that must be carefully handled
in the convergence analysis.

Appendix C: Derivation of Effective Lindblad dynamics

Recall the time evolution operator by Ug(t) := exp(—iHt), and the associated superoperator by Ug(t)[p] =

Ug(t)pU;(t). We then show that the quantum map ® can be approximated by an effective Lindblad dynamics
in the following theorem:

Theorem 7 (Rigorous version of Theorem 4). Under the choice of Hg, As, Bg, f(t), g(w) in the main text, pp+1 can
be expressed as

put1/s =Us(T)ppUL(T) = Us(T)[pu]
1 1

T PV @) (Pn —— D —)(Pn
1+ exp(Bw) VATS,f,T( ) (Pnt173) + 1+ exp(—B) Vag.p.r( y(p +1/3)}

=L[p]

Pn+2/3 =Pn+1/3 + o’ Eag {—i[HLS,As (W) Prg1y3] +

+O(a|| As|[* T f1|7)
= exp(La®)pny1ys + O As|[* T fl|7)
Pr+1 :US(T)pn+2/3Ug‘(T) = US(T)[pn+2/3]
(C1)

Zhere Y(w) = (9(w) +g(—w))/ (1 +exp(Bw)) when B < 00, and y(w) = (g(w) + g(—w)) Lw<o + 9(0) Lu—o when = oo.

exp(—fw) 1

)gATS’f(w) + 1+exp(,8w)gAs’f(_w)> )

His,4(w) = ~Im (pr(/aw

with

T S1
G p(w) = / ) /  Fs2) F(50) A s2) s (s0) exp(—is(on — 52))dsads (C2)



14

We put the proof of the above theorem in Section C1. In our work, because we assume Ag is uniformly sampled
from A = {A? — A"}, with the property that {(A%)T}; = {A%}; and w is sampled from g, we obtain

oo

£ =By i [ s ) gl + [~ 20 py

> g(w)
+/_ 1+e>q><—MDVAs’fvT<—“>(”"“/3)dw}

1o (@) (Pri1y3)dw

o0

[ g(w)
=Ea, {l/OO[Q(W)HLS,AS(W%Pn+1/3]dw+/OO H_TWDVAS,f,T(w)(Pnﬂ/z)dw ;

Jr/ ())DVAS,f,T(—w)(pn+1/3)dw}

—oo 1 +exp(—fw
=Eaq {1/ [Q(W)HL&AS(LU),an/?)}dw+/ 9(w) +9(~w)

D d
o —00 1+€Xp(ﬁw) VAs,f,T(W)(pn-‘rl/{g) w}

This gives (8) in Theorem 4. According to the above theorem, another perspective on our algorithm is that it can
be viewed as a simulation method that reproduces (8) using at most two forward evolutions with a single ancilla
qubit and randomness. It is worth noting that related results on a given Lindbladian simulation (without forward
evolution) have also been obtained in [57-59]. However, we emphasize that our main contribution lies in presenting a
particularly simple choice of environment and bath, such that the resulting Lindbladian dynamics naturally generate
a jump operator in integral form. This construction eliminates the need for block encoding or explicit decomposition
of the jump operator.

1. Proof of Theorem 7

In this section, we prove Theorem 7.

Proof of Theorem 7. Define pin; = pn @ pg, p(T) = U*(T)piniU(T)T and G(t) = f(t) (Ag ® Bg + Ag ® B};) We
first expand U*(¢) := T exp (—i fiT H,(s) ds) into Dyson series:

UR(t) = Uo(t; =T) — ials (& =T) + (=ia2Ua(t; =T) + (—ia)*Us(t; =T) + O (*T*| {14 (14511 Bx)")

Here Uy(t; —T) = exp(—i(H + Hg)(t — (=T)). Let G(t) = Ug(t; —T)G(t)Uy(t; —T'), which is the evolution of G(t)
under the Heisenberg picture. Then,

t S1 Sn—1
U, (t; =T) = Up(t; =T) / / - / G(s1)G(s2)...G(sp)dspdsp—1...dsy.
—rJ-T -T
According to the above expansion, it is straightforward to see that

p(T) =Uo(T; ~T)piiU8 (T ~T) — icx (UL (T5 =T)piwiU8 (T =T) = Uo(T; ~T)piai U] (T3 =T)

E(-)=0

+a’ (—Uo(T; —T)piniU3 (T; =T) — Ua(T; =T) piniUg (T =T) + Ur(T; —=T) piei U} (T —T)) )

+a* () +0 (T fl1~ (|45 Bzl)")
E(-)=0

Here, for the first order and third order term, we have expectation equals to zero because E(G(t)) = 0.
Now, we only care about the second order term. Let p(T) = Up(T; fT)piniUg (T; =T). Then,
T S1
Uo(T; =T) piniU3 (T =T) = p(T)Us (T *T)/ / G(s2)G(s1)dszds U§ (T ~T)
—rJ-T

T T T s1
AT D)5 [ [ GG dsadss U5 =1 + 5OUT )5 [ [ 1652 01 sadss U (51
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where we use fTT fle G(s1)G(s2)dsads; = f f51 G(s2)G(s1)dsads; in the last equality. Similarly,

Us(T; =T) pins U (T; =T) = Uo(T; —T) g(sl)g(SQ)dszdslvg (T; —T)p(T)
-TJ-T

T T
:UO(T’7 7T)%/7T [Tg(Sl)g(Sg)dSstlUg(T; 7T) ( )+U0 T T / / 52 ]dSstlUO(T T) (T)
and
T T f
UN(T; =T)pini UL (T3 =T) = | Uo(T; *T)/ G(s1)ds1 UJ(T; =T) | A(T) (Uo(T; fT)/ G(s2)ds2Ug (T T)) :
=T ~ -T

Combining the above three equalities and noticing UJ (T; =T)p(T)Uo(T; —=T') = pini, this implies
p(T) = Uo(T; =T) pinsUJ (T =T

1 ) Z T S1
+Q2Uy(T5=T) | ViVt = S {V!Vipii} i l2 / / (G(s2), G(s1)]dsadsi, pus | | US(T5 ~T) + O (a* T £l 11 As]1*) -
=T J-T

:=Term I

:=Term II
(C3)
Here the expectation is taken over Ag and w. We notice that p,1 = E (Trg (p(T'))). Let ppyo/3 = U; (T pr+1Us(T)
and pp41/3 = US(T)an;(T) as defined in Bq. (C1). Applying U (0; =T)[]Uo(0; =T) on both sides of the above
equality, tracing out the ancilla qubits, and taking the expectation over Ag,w, we have

Pn+2/3 = Pn+1/3

1 ' i T s
+o®E | Trp | Uo(0;=T) | Vi VT — §{VTV, Pini } —i [2/T/T[g(82),g(81)]d82d81,Pini Us(0; 1)

:=Term I
:=Term II

+O (T fll 21 As]*) -

Here, we note Up(0; —T') = exp(—i(H + Hg)T).
Now, we deal with two terms separately:

e For the first term, we have
T
|4 =/_T f(#) exp(iw(t — (=T)) (As(t; =T) @ [1) (0]) d¢

+ / T F(t) exp(=iw(t - (=) (ak(t:=T) @10} (1) at
where
Ag(t;—=T) = exp(iH(t + T))As exp(—iH(t + T)),
Let Ag f(w f F(®)As(t; —T) exp(iw(t + T))dt. We have
V= As (w) @ 1) (0] + AL ;(w) ®0) (1] .
This implies that

1
TI'E (vaini‘/Jr — 5 {VTV, pini})

exp(—pfw) 1
:m (Ag,f(w)pnAS,f(w) ~3 {As,f(w)ATS’f(wLpn})

i ﬁ (As’f(w)p”AT&f(w) - % {Ag,f(W)AS,f(W)»Pn}>

1+exp



Recall ppy1/3 = US(T)an; (T) and pin; = pn ® pe. We can rewrite the above equality as

Trp (UO((); -T) <VpiniVT - % {vtv, Pini}) U3 (05 T))

=Trg ((UO(O; —T)VUp(0; =T)") Uo(0; =T)pini U3 (0; =T) (Uo (0; =)V Uy (0; — 7))
—%Uo(o; 1) {VTV, pini } Uo (0; =T)TU{ (0 —T))

PR (Vi s rsaVios(@) = 5 {Vaes@VE ) pusis} )

1

1
i i
+ m < As, (W )Pn+1/3VAS,f(w) D) {VASJ(M)VASJ((&)),pn+1/3})

Here, Vag, f(w f f(t)As(t; 0) exp(iwt)dt. This gives the Lindbladian operators in (C1).

e For the second term: We first notice

/T /Sl G(s2)G(s1)dsads;

/ / 1) exp(iw(sg — 51)) (AS(SQ; ~T)AL(s1;-T) @ |1) (1\) dsadsy
/ / 1) exp(—iw(s2 — $1)) (AL(SQ; —T)As(s1;—T) ®|0) (0\) dsods;

We notice that
Ag(s2; —T) =exp(iH (s2 + T))As exp(—iH(s2 + T)), ATS(sl; —T) =exp(iH(s1 + T))A:fg exp(—iH(s1 +T)).
This implies

As(s2; —T)AL(s1; =T) = exp(iH (s5 + T')) As exp(—iH (s2)) exp(iH (s1)) A exp(—iH (s1 + T))
= exp(iHT) Ag(s2; 0) AL (s1;0) exp(—iHT) .

Recall Uy(0; —T') = exp(—i(H + Hg)T). Therefore, we have
Uo(0; 1) (As(s2: =) Al(s1:=T) & [1) (1] ) UJ (0:=T) = As(s2: 0) Al (s150) @ [1) (1
and

Up(0: =) (Al (s25 ~T) As(s1: =T) © [0) (0] ) UJ (0 ~T) = Al (520)As(s1;0) @ [0) {0
Define
Gag,f(w / / f(s2)f(s1)A SQ;O)AS(sl;O) exp(iw(se — s1))dsadsy .
We then have
Uo(0;T) / ) / G520 (1) dsadsn U (0: 1)
= [ [ e st espliston 1) (Asox0) k(61500 1) (1) s

/ / 1) exp(—iw(s2 — 1)) (AL(SQ; 0)As(s1;0) ®0) <0|) dsodsy
=G a1 ;@) ® 1) (1] + Gas s (~w) @ 0) (0] -
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Because G(s) is a Hermitian matrix, we have We then have
T S1 T S1 T
Uo(0; ) / / G(51)G(52)dsrds1 U (0; ~T) = <UO(O; -T) / / G(52)G(51)ds>ds1 U (0; —T)>
T J-T -TJ-T
=61, ()@ I1) 1]+ G, ,(~) @0} (0]

The above calculation gives

Trp (UO(O; —T) (Term 1) UJ (0; fT))

i exp(=pw) t 1 i
i (0, ) = Gy ) + Ty (99 =Gy (9) s
. K eXP(*ﬂW) 1 +

=—7 _5 (HQXp(—ﬂw)gAg’f(w) + WQASJ(*W) —(..) > 7pn+1/3:|

o exp(— ) 1

=—17|—Im (HG)Q)(—ﬁo.))gAg’f(w) + H_exp(_ﬁw)gAs,f(_w)) apn+1/3]

This gives the formula of Hyg 44 in the theorem.

Appendix D: Approximate CPTP map has close fixed point and mixing time

In this section, we show that the closeness of two CPTP maps ®; and ®5 implies the closeness of their fixed points
and mixing times. This provides a crucial link between the fixed point and mixing time of the Lindbladian dynamics
in Theorem 4 and those of ®. The result is summarized in the following;:

Theorem 8. Given two CPTP maps ®1, Py with unique fized points p1, p2. Let T1 mix(€), T2 mix(€) be the mizing time
of ®1, ®o respectively, defined as Theorem 6. Then

e p1,p2 are close if the maps themselves are close: For any e > 0,

p1 — p2ll; < €+ T1mix(€)|P1 — Pall1es1 - (D1)

e p1,p2 are close if ®1(p2) is close to py: For any e > 0,
1 = p2ll; < €+ Timix(€)[P1(p2) — p2ll1 - (D2)

o Oy has comparable mizing time with ®1 if o is close to P1: Given any € > 0, if T1 mix(€/2)||P1 — P2|l101 < €/2,
then

7—2,Inix(2€) S 7—l,mix(6/2)~ (D?))

Importantly, Eq. (D2) makes no reference to the map ®o, and applies for an arbitrary state ps. Perturbation bounds
for quantum channels and their fixed points have been studied previously in the literature, e.g., in [60]. However,
in Theorem 8, we rely only on the mixing time of the quantum channel, which is a weaker assumption than the standard
contraction conditions typically used in the literature, such as [60, Theorem 4]. For completeness, we provide a full
proof of the theorem below.

Proof of Theorem 8. To prove Eq. (D1), we notice that

o1 — P2||1 =

R

< le _ q)'{l,mix(e) (p2)H1 + H(I)‘ln,mix(ﬁ) (02) o (I)‘Qn,mix(ﬁ) (p2)H1 <et T1,mix(€)||‘1’1 . (I)2H1<—>1

!
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o1 = p2lly < le - CI’?’"“X(E)(Pz)Hl + H‘I’?’miX(e)(m) - P2H1
T1,mix (€)—1

<[ =@+ D 10T 2) — ()l < € e @1(02)  pl
n=0

where we use ||®1|[11 < 1 in the last inequality.
Finally, to show the comparable mixing time, we note that for any p,

T1,mix (€/2 T1,mix (€ 2 T1,mix (€/2 T1,mix (€ 2
@3/ () = polly < [[@5" =P (p) — ST LD () 1y 4 BT LD (p) — pi Iy + (o1 — paln

T1. mix(€/2 T1 mix(€/2 T1 mix(€/2
<[ @3- =D (p) — ST )y 4 BT LD (p) — prly 4 T i (€/2) [ @1 — Bol|reor + /2
<271 mix(€/2)||P1 — Pall101 + € < 2¢

where we use (D1) in the second equality. This concludes the proof.

Appendix E: Fixed point error bounds for thermal and ground state preparation

Under of Hg, As, Bg, f(t), g(w) in the main text, the quantum channel ® defined in Eq. (2) can be engineered to
approximately preserve the thermal or ground state of the system Hamiltonian. The integer mixing time of ® is defined
in Theorem 6. According to Theorem 4, the mixing time of ® should be governed by the underlying Lindbladian
operator £. The quantity ¢mix ¢ (€) approximately captures the total Lindbladian evolution time required for mixing.
When « is sufficiently small, this mixing time does not diverge as @ — 0, but instead remains bounded above by a
finite constant that depends only on properties of the Lindbladian.

The following theorem shows that by properly choosing the parameters o, T, « related to the mixing time, the fixed
point of ® is approximately the thermal state. We also omit some dependence on ||H|| and ||Ag|| for simplicity. The
general version of Theorem 9 is stated in Section E 1 as Theorem 12, followed by the proof of both theorems.

Theorem 9 (Thermal state, informal). Assume 0 < 5 < oo and g(w) = 110,wmax]- Then, for any e >0, if

0 = Q (Bwmaxe tmice(6), T =Q(clog(o/e)),
and a = O (0T72€1/2t1;11){§> (e)), then

e (®) = pslls < e

-1

maxB€ Mmix,a(€)), we ensure that the fixed point is e-close to the thermal

Theorem 9 shows that if we set 0 = © (w
state by choosing

T=6 (w;ixﬂefltmm’@(e)) , =0 (wmaxﬂflt;li{;e‘gm) .

Analogously, we can establish a corresponding result for the ground state as follows.

Theorem 10 (Ground state, informal). Assume H has a spectral gap A and let |1)g) be the ground state of H. Then,
for any € > 0, if

o=Q(A " log(|H|/e)), T =Qolog(o/e)),
and o = O (0T7261/2t;1i1){; (e)), then
llp6x (@) — [¥0) (o] I <'e.

Theorem 10 shows that if we set o = © (Afl), it suffices to choose

mix, P

T=6(A"), a=6 (Ael/Qt*”z (e)) .
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The rigorous version of Theorem 10 is given in Appendix E2 as Theorem 16. Theorem 10 shows that if we set
c=06 (A‘l), it suffices to choose
T=86(A™), a=6 (a5 (0).

The result of Theorem 9 applies to all values of 3 and does not require A = poly(N 1) for efficient state preparation,
whereas Theorem 10 does rely on this assumption to ensure efficient preparation. On the other hand, the dependence
on 3 in Theorem 9 may not be sharp, particularly in the large-5 regime. For instance, at very low temperatures, where
B = Q(poly(N,1/A,1/¢€)), preparing the e-approximate thermal state effectively reduces to preparing the ground state.
In such cases, one may directly adopt the parameter choices in Theorem 10 rather than those in Theorem 9.

According to the approximation-error bounds in Theorem 9 and Theorem 10, once the effective mixing time tmix o,
is upper bounded, an appropriate choice of parameters guarantees that the fixed point pgy(®) can be made arbitrarily
close to the target state. However, as discussed in the main text, the main difficulty is that tmix e, itself depends on
the parameters ¢ and « used in the construction of ®. Consequently, it may happen that as o or a~! tends to +oo,
the mixing time ¢nix ¢, also diverges, causing the conditions in Theorem 10 and Theorem 9 to become unsatisfiable
(see Section G and Theorem 22). To circumvent this issue, we carefully design the dissipative protocol that allows
large energy transition between eigenvectors, which further ensures that, once o is sufficiently large, the mixing time
tmix,o, becomes independent of o. In Section G—Section K, we rigorously prove that for certain classes of physical
models such as free-fermion systems, and local commuting Hamiltonians, the mixing time does not blow up with o
and can be upper bounded by a quantity that scales polynomially with the number of qubits.

To prove Theorem 9, according to Theorem 8 in Section D, it suffices to bound || ®(pg) — pgll1 - This consists of
two main steps:

1. Approximate the map ® by choosing o < 1.
2. Show that the limiting map approximately fixes the thermal or ground state when o, T > 1.

In the first step, using the result of Theorem 4, we have

12(ps) = pslls = |a®L(pg)||,, a<1

with the approximation error quantified in (7). Thus, it suffices to show the Lindblad dynamics approximately fix the
thermal/ground state. This constitutes the most technical part of the proof. For thermal states, it has been shown
that the dissipative part of the Lindbladian £ in (8) is approximately detailed-balanced [17] when {(A%)T}; = {A%},,
and therefore approximately fixes the thermal state (see Section E1 Lemma 14). When o > 1, we show that the
Lamb shift Hamiltonian Hpg 4, (w) approximately commutes with the thermal state (see Section E1 Lemma 13).
These two properties together imply that || £(pg)||, =~ 0.

Note that, in order to ensure a small error €, Theorem 9 requires that the parameters defining our algorithm satisfy
conditions that depend on the mixing time ¢nix ». The mixing time enters the proof because the relationship between
lpax(®) — pall1 and || ®(pg) — pgll1 involves the mixing time, as shown in Section D.

The proof of Theorem 10 is similar; however, under the spectral gap assumption, the ground state case allows a
direct upper bound on ||£(pg)||1, and the fixed-point error bound is independent of the choice of g. Specifically, the
y-dependent term in L(pg) takes the form [ vy(w)€(w) dw for some error operator £(w), which by normalization of
v satisfies [ y(w) [[E(W)[l;, dw < SuPyequpp(y) I€(W)]l;. This last term can be bounded directly (see Theorem 16),
allowing v (and g) to be optimized to reduce tpix. In contrast, for thermal state preparation, the Lamb shift term
cannot be uniformly bounded for all w; instead, one must estimate the integral itself to show that it approximately
commutes with the thermal state (see Lemma 13).

1. Approximate fixed point — Thermal state

In this section, we provide a rigorous version of Theorem 9 in Theorem 12 and provide the proof. We consider (2)

with f(t) = m exp (—%). First, we can rewrite £ in Eq. (8) as

£(p) = Ea, ( [ =il s as @)l +)Pr, <p)dw) | (E1)

— 00

where v(w) = (g(w) + g(—w))/(1 + exp(Bw)). In the case when 8 = oo, y(w) = (g(w) + g(—w))1w<o + g(0)1y=o.
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Before presenting the rigorous version of Theorem 9, we first consider a simplified CPTP map ® defined as follows:

& = Us(T) o exp (Eoz2> o Us(T). (E2)

Compared to ® in Eq. (2), we omit the error terms in Theorem 4 and take the limit 7' — oo in £. Specifically, as

mentioned in Section A,
L(p) = —i {ﬁLsm} N (/

— 00

oo

YD, e ) (E3)
where

s = -5 (1 ([ 2@8sscwne) ) Tansta) = [ f0AsO exp(-iuat,

— 00

with
Gas(w / / F(s2) F(51)A (52) A(s1) exp(—is(sy — 52))dsads, . (E4)

In the formula of Hrg, we use the fact that {(A)T}; = {A’}; and gAiyf = Q,ch
The distance between ® and ® can be controlled in the following lemma:

Lemma 11. When T > o, we have

Hcp - 5” = 0 (%0 exp (—T2/(40%)) E(|As][?) + o*T*02E (| As||*))

11

Proof of Lemma 11. According to Theorem 7 and ||y(w)| 1 = 1, we have
o=  <alL—Llhor+0 (@' T'02E (| 4s]1))
And

=0 [ a®sup | |Gag,1(w) = Gas,r (@)l + [Vag,r (@) = Vag s (@] [[Vag,sw)]
w —
—0(o1/2]As])

+ O (044T4072E (||AS||4))

Thus, it suffices to consider ||Vay f(w) — XN/AS,f(w)H and [|Gag, r(w) — GVAS,f(w)||. For the first term, we have

IVaer @) = Vass @Il < [1Asll [ f(B)dt = 0 ((*2/T) exp(~T2/(40%)) | sl

[t|>T
=0 (o2 exp(~T%/(46%)) | 4s])) ,

where we use T' > ¢ in the second equality. For the second term, we have

~ S1 T -T
1G4 (@) — Gas s (@)]] < [ As]? ( / . / + / ) / f(82)f(81)d52d81> — O (0 exp(~T2/(40%) | As]]?)

Combining these two bounds, we conclude the proof. O

Using 5, we are ready to state the rigorous version of Theorem 9 and provide the proof:

Theorem 12. Define

‘/ ) exp(iwoq)dw| exp(—¢*/8)dg. (E5)

When T > o > 3, we have

Hpﬁx(q)) - pB”l

< (EAS (H [P67/7(W)§As,f(_w)dw] 1 +

H {pﬁ’/v(w) (fgvAs,f(—cu))T dw} 1+

H/_O:o 1W)Dy, () (P8) 1 dw))

=0 <<<R+ [v(w )”oo 10g(0/5)> BE (||AS||2) + oexp (—T2/(402)) E(||As||?) + a*T4 o~ (HASH )) 0 Tix. o (€) + 6)
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According to Theorem 12, to ensure a small fixed-point error, we require R to vanish as ¢ — oo. This, in turn,
imposes a constraint on the choice of y(w) (and hence g(w)). We prove below that it suffices to choose g to be a uniform
distribution. We emphasize that this constraint arises from the need to control the fixed-point error associated with
the Lamb shift term in Lemma 13. Specifically, we cannot directly prove that each term in the w-expansion of Hpg
commutes with the thermal state. Instead, we prove that the entire term approximately commutes with the thermal
state after integrating over w

Before proving Theorem 12, we first use it to prove Theorem 9.

Proof of Theorem 9. When g(w) = —1,cwnn] With wmax = Q(1). In this case, we have y(w) =

Wmax
1

Thus, ||7]/ec = —— and

Wmax

WE[—~Wmax,Wmax] *

1
Wmax (1+exp(Bw))

R= / ‘ / w) exp(iwoq)dw

=0((0Wmax)"1)

o0

exp(—q*/8)dq

exp(—q*/8)dq + /

(0Wmax) ™t

/_ Z ¥(w) exp(iwog)dw

For the second term, we have

‘/ w) exp(iwoq)dw

10Wmaxq J_ 1+ exp(Bw

L[ et
+ et I
wmaxoq Wmax0Tq wmae (1 €xp(fw))

S:;x % exp(iwoq)dw

X /w ;) d (exp(iwoq)) ‘

Wmax

exp(iwaq)dw’:(9< ! )

Wmax0q

Here, we note ‘

‘ 1= %du’ O(1). Plugging this back into the expression

for R, we obtain

1
R=0 < log(awmax)> .
meax

Combining this, Theorem 12, and ||Ag|| < 1, we have

lpsix (@) = pslla

=0 (wmax (Viog(0/B) + log(owmax) ) Bl As||?) + o exp (~T2/(402)) E(| As||?) + 02T 0 2E (| As|* )) O Toni,(€) ¢

:tmix,<I>

Now, to achieve e-precision, we first need

<wmax (Vioa(o/B) +log(owimax) +oexp(—T2/<4oz>>)E<As2>tmix,¢:o<e>,

which implies
= O (BE(|As|* ) wmaxtmixee "), T=0(0) .
In addition, we also require
*T*0?E (|| As||*) tmix,e = O(e),
which implies

o =0 (oT 2l [AE 12 (| 4s]") /%) .

mix, P
Plugging in 0 = © (BE([|As||*)wmaxtmix,a€ ), we conclude that

O (BE( sl wimixtmixae "), T = O (BE(|As | )wmaxtmicac ") |

and
0 =6 (o i BE T2 (| As]?) €/2) = 8 (B wmaxtuilpe 2B (I 45]2) 712 (| As]1Y))

This concludes Theorem 9. O
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Next, we prove Theorem 12. According to Theorem 8 Eq. (D2), we need to show the upper bound of | ®(pg) — pgll1-
According to Lemma 11 and

[@(05) = psll < ||@ =8| +1B(ps) — pslh (E6)

it suffices to show Hé(pg) —pBH is small. Let d be the dimension of H and H have an eigendecomposition
1

{(\i, Y1) ?;01 with Ag < A < ..., Ag—1. Because the unitary evolution Ug(T') preserves the thermal state, we
have

|® 0s) = 0|, < 0 [ 200 (E)

)
1

where £ is defined in (E3). In L, we consider the Lamb shift term and dissipative term separately. For the Lamb
shift term, we have the following lemma:

Lemma 13. When T > o, we have

H [ﬁLS,Pﬁ} H1 <Eaq <H [ﬂa,/v(w)@;s,f(w) dw]

1 " H {pﬁ’/V(W) <g~As,f(*W))T dw}

For the dissipative term, we have the following lemma;:

) = O (RBE(||As|%))

1

Lemma 14. When T > o > (8, we have

’ Eas ( / N 1W)Dy, w) (pﬁ)dw>

Proof of Theorem 12. Combining Lemma 13 and Lemma 14, we have

<as (|| [ 1pe, (o

= O ( In(@)ll<E (I4511*) = /log(0/5)
)= o Vet

1

We put the proof of the above lemmas in the end of this section. Now, we are ready to prove Theorem 12.

2], = 0 ((7-+ Il VioaToT ) s (14517))

Plugging this into Eq. (E7) and using Lemma 11 and Theorem 8 with (E6), we conclude the proof. O
Finally, we complete the proof of Lemma 13 and Lemma 14.

Proof of Lemma 13. Recall that

Hys = —Ea, (Im (/_o:o 7(w)§As,f(—w)dw)>

—00 — 00

This implies

o Fislls < 3as (| |09 [ 110001 0]

ot H {%/Wv) (gAs,f(—w))T dw]

y

Thus, to show that H[pg,ﬁLS]Hl is small, it suffices to bound

and | [, [ 206) (G ()"

for all ||Ag|] < 1. The argument proceeds in two steps. First, we show that both

H o0 [ 20 ] (E8)

1 1

1, [t md | [16) (Ganst-0)' o
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are small (we omit the proof of the latter as it is analogous), which implies that [H, ﬁLS] is small. Then, we expand pg
as a polynomial in H and express the commutators ||[pg, -]||1 as sums of nested commutators, from which we establish
the smallness of (ES).

~ ~ ~ i
We first calculate ||[H, Hyg]||. For simplicity, we only consider G4, r(w). The calculation with (g Ag, f(w)) should

be quite similar. Using change of variable p = (s1 + s3)/0 and ¢ = (s1 — s3)/0,we have

QAS,

=/ dp/mdqf( D) p (T A (T ) A (T exp( i)
s () as (P00 - (e () s (5))

Notice that

Thus,

(H.Gae @) = 5= [~ [ el /syexp-a/5)

e <w> ()
= | [ Bewtrsen-s)

(700 as ( DY expi-iwoa)ady

|4k - 0245060+ 0/2)] < 14s)*.

We notice that

thus,

= O (RE(||4s*)) -

H {H’/V(w)aAs,f(—w)dw}

This implies that
| [ Bus]|| = 0 (RE(14s]) -
Next, we notice that

Ilps: Huslll < llpsll, o5  Husps — Husll = llp5" Husps — His||
(7260 (55 G s = G ) ) |

— 00

:EAS

We can use the BCH formula to expand the term pglgAs’f(w)p,g as a series.

p5'Gas.1(W)ps — Gas.p(w) = e Gug p(w)e ™ — Ga, ()

= BH. G ) + 1[Gy ) + .. (1
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Using change of variable p = (s1 4+ s2)/0 and ¢ = (s; — s2) /0, similar to the previous calculation

o =2

o0 “+o00
o o / dp/ dg exp(—p?/8) exp(—¢°/8)

-exp(— zwaq)d (AT (a(pQ— q>> As (J(p; Q)>)

o Foo
2@0/ dp/ dqfexp( —p®/8) exp(—q*/8)

,exp(iwgq)Ag< (p; Q)>AS( (P2+Q)) _

|H. G ()] =

Applying this iteratively, we have the commutator form:

H's

(T, 1B G )] = (2) [ a /+°°dq"exp< (- /5)
(ol (00 ) ag (T 1)

Notice that:
’ —exp( p2/8)‘ < 2v/nl2 " exp(—p?/16).

As a result, following the proof of the previous lemma, the n-th term of the series can be bounded by

/ dw— [H [H Gag (@) :o(ff (?)TLl?‘"RIIAsHQ)

2V2r Vn!
gt 2>
=0 ——F=Rp||A
(2 las]
Summing all terms still gives
|3 (05 s = Gy (2) | = 0 (R3S
~ T
Similar result can be proved for (Q’ As, f(w)) . We conclude the proof. O

Proof of Lemma 14. Let B be a Lindbladian, define
K(ps.B) = 5" "Blog* - pi/ 05"
with
(K(ps, B)' = o *Bl1p5 """ - 05105
We note that if K(pg, B) = (K(pg, B))!, we have

05" *Blpslps "t = K(ps, B)y/P5) = (K(ps. B)'[y/5) = pyf ‘Bl [1]py* = 0.

This implies B fixes the thermal state pg. Furthermore,

|05 B) = (Klps. B! = |[Klos.B) = (Klos. BY'|__lIv75le
> || K(ps. B) /B3] = (K(ps. B)' (3], = |0 *Bles p,;/‘*HQ : (E9)

—1/4 —1/4 1/4
= o5 Blosto; | o5 1 = 185l
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Here || - || is the Schattern-p norm defined in Section A. In the last inequality, we use Holder’s inequality || BAB||; <
| Bl|3||All2. This inequality implies that, if K(pg, B) is approximately self-adjoint, B can also approximately preserve
the thermal state.

The rest of the proof follows a similar procedure as the proof of [17, Theorem 1.3] to show that ||D[pgs]||1 is small.

Let D =FEaq (fix;o v(w)Dy, f(_w)(p/g)dw). In the proof of [17, Theorem 1.3], the authors first approximate D with
S5

secular version Dge. (See [17, Lemma A.2]). The secular approximation is an artificial cutoff in frequency space on
the transition energies induced by Lindblad jump operators, which causes only a small error when o is sufficiently
large. Following the proof of [17, Theorem 1.3],we have

IDsce = Dllyons + K5, Dace)ps) = (Klps Dace) pa)) ||, =0 (Hv(w)nooE (I14s]1%) fw) .
This implies that
IP()llx < IDace = Dlly 1 + [Doce(os)]l
< IDace = Dlliers + K (5, Dace)(05) = (K03, Do) (09))

=0 (In@)E (1451°) 2 ios(a7) )

In the second inequality, we use (E9). O

262

2. Approximate fixed point — Ground state

In this section, we provide a rigorous version of Theorem 10 in Theorem 16 and provide the proof. We consider (2)
with 8 = oo and f(t) = W exp (—%). Similar to the thermal state case, we first consider a simplified CPTP

map by removing the error terms in Theorem 4 and take the limit 7" — oo, as mentioned in Section A,

& = Us(T) o exp (Za2> o Us(T). (E10)
Here
. - 0
Ep) =B, (=i [fsacs] + [ (0) + o)y, (0 (1)
where

. 0 _ ) . _ 0o
Hig as = —Im </ g(w)gAfs,f(w)dw +/0 g(w)gAsyf(w)dw> , Vag rlw) = [ f(t)As(t) exp(—iwt)dt,

—0o0

with
Gaosle) = [ ) [ 52 £60) AL (52) A1) expliosz = s1))dsads

Same as Lemma 11, the error between ¢ and ® can be controlled in the following lemma:;:

Lemma 15. When T > o, We have

|o-3| =0 (a*oexp(~T%/(40%) E(I4s]?) + o' T o 2E (| As]"))

11

The proof of Lemma 15 is almost the same as the proof of Lemma 11. Thus, we omit it. Using &), we are ready to
state the rigorous version of Theorem 10 and provide the proof:

Theorem 16. Assume H has a spectral gap A and T > o. Then, for any e > 0,

15 (@) = [%0) (olllx
=0 ((I1H]/26%/ exp (—o2A%/8) (|| As]|?) + o exp (~T*/(46%)) (| As[|?) + a*T 0 ?E (| As]1*) ) arimic,0 (€) + )
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The proof of this theorem follows a similar approach to that of Theorem 12, where we demonstrate that both
the Lamb shift term and the dissipative term approximately preserve the ground state. Although the overall proof
strategy is similar, we adopt a different technique in the proof below. Specifically, using the spectral gap A, we
directly establish a small fixed-point error when the number of Bohr frequencies is constant. In the general case,
where the number of Bohr frequencies cannot be bounded, we approximate the Hamiltonian by a rounded version
with a controllable number of eigenvalues, inspired by the secular approximation idea in [18]. The errors introduced in
the Lamb shift and dissipative terms due to this rounding can also be controlled by exploiting the Gaussian structure of
f. Furthermore, when handling the Lamb shift term, the rounding technique and the spectral gap assumption allow

_|_

o) ol Gy ()] + | 1) . (G -) ]|

HDVA f(w)(|¢0> <¢0|)H in w prior to taking the expectation over w. This enables the use of an arbitrary distribution
s> 1

us to establish a uniform fixed-point error bound for

g in the theorem above.

Proof of Theorem 16. Similar to the proof of Theorem 12, it suffices to show H<f>(|¢0> (o) — |%0o) (1/)0|H1 is small.

Because the unitary evolution Ug(T') preserves the ground state, we have

| (1) (wol) — o) (woll|, < 0 | £ (1o} wol), - (E12)

where £ is defined in Eq. (E11).
Now, we consider the Lamb shift term and dissipative term separately. For simplicity, we consider a fixed Ag in
the following calculation. Recall that

As)= > ) (Wil As ) (il ALw) = > |wy) (W] AL i) (il

Aj—Ai=v Aj—=Ai=v

e Lamb shift term: Recall the definition of G. Ag.f:
QAS, / / f(s2)f(s1)A (SQ)AS(Sl) exp(—iw(se — s1))dsadsy .
Using change of variable p = (s1 4+ s2)/0 and g = (s1 — s2) /0,
/ / f(s2)f(s1)A (32)A5(51) exp(—iw(se — s1))dsads;

= Z AL (v2)As(n / / f(s2) f(s1) exp(ivasz) exp(ivisi) exp(—iw(sz — s1))ds2ds:

V17V2€B(H)

Zﬁ > AL(n)As(n)

Vl,I/QGB(H)
> op v > q° oq ,
. / exp (z—(l/l + I/Q)) exp | —— dp/ exp | —— | exp (z—(z/l — 1/2)) exp(iowq)dg
e 2 8 ) 8 2
—O(exp(—0? (11+12)2/2)) —o()

where B(H) is the set of Bohr frequencies.
We note that

[140) (ol AL () As(0)] = 0

when |y + v1| < A. We show this using the proof by contradiction: When {Wo) (o] ,AE(VQ)As(Z/l)} # 0, we
must have [tg) (¢o] ATS (v9)Ag(v1) #0 or ATS (v2)As(v1) |10) (¥o] # 0. We consider these two cases separately:

i
— In the first case, we have (A;(V2)> [tho) = As(—12) |g) # 0, which implies v < 0. Now, since vy + 11| <
A and |tg) (¢l ATS(VQ)AS(Vl) # 0, we have vy = —vo. This implies [WO) (1o ,ATS(VQ)As(l/l)} =0.
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— In the second case, we have Ag(v1)|vg) # 0, which implies 4 > 0. Now, since |vs + 11| < A and
AL(VQ)As(I/l) [tbo) # 0, we have v; = —v,. This implies [|’(/J0> (o] ,AL(VQ)AS(Vl)} = 0.
These two cases give a contradiction. This implies

[l0) (ol Gae s ()] = 32 Fli,v2) [1v0) (tol AL (v2) As ()] - (E13)

[V2tv1|28 ) By 0s)|=O(a exp(—o2A2/2))

Now, we are ready to show (E13) is small. First, let us assume H has discrete eigenvalues in [—||H||, | H||] with
uniform gap 7, meaning |\; — A;| > n if A\; # ;. This implies |B(H)| = O(||H||/n), where |B(H)| means the
number of elements in B(H). Then,

S )| = 0 (I4s 2B o exp (—022%/2))

v2<0,v1 20
=0 (| As|*[| Hllo exp (—o?A%/2) /n) .
Because every Hamiltonian can be approximated by a rounding Hamiltonian H, such that: 1. |H — H,|| < n; 2.

H,, has the same ground state; 3. H, has discrete eigenvalues in [—||H||, || H||] with uniform gap 7. We conclude
that

o)
v2<0,v1 20

=0 (lAslPlloexp (~o2a%/2) /) + 0 (14s1? [~ [ enflsial +lshmdsds) gy
=0 (45l min (o xp (~0%a%/2) 71/ + %)
=0 (Il 4s|2I1H | 20% exp (— (a2A%/4)))

Here, the second term arises from approximating [Wo) (o ,Ga s f (—w)} by replacing H with H,. This concludes

the calculation for the Lamb shift term.
e Dissipative term: When f(t) = m exp(—t%/(40?)),
Vass) = [ O As@) exp(-iw)dt =2/ 471/4V5 3 expl~(v - w'o?)As(v).
- veB(H)
Define the component of V that preserves the ground state as VT:
3/4,_1/4 2 2 A
2%/ 4o Z exp(—(v —w)?0?)A(v), w< -
vEB(H),v<0

A
247/ /g )y exp(—(\ = Xy = )%0?) (Gl AJg) i) (5], —5 Sw <0

Ifi=0o0rj=0,theni+j=0

VXS’f(w) =

Here, |1;) is the eigenvector of H with eigenvalue \; with Ao, |1)g) being the ground state energy and ground
state. Recall (E11):

0

L(p) = Ea, (—i (v as.0) +/

— 00

(9(w) +9<—W>)Dms,f<w>(p)dw) '

We will show that the choice of VXS f(w) ensures that: 1. |¢o) (10| € Ker (va f(w)> for any w < 05 2. 17As7f(w)
: 5.

is close to VXS s(w). Consider two cases:
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— When w < —A/2, 1) (¢o| € Ker (DV: f(w)> is straightforward because VXS (@) |o) = 0. To show that
- :

Vas, #(w) is close to VXS s(w), we use the rounding Hamiltonian technique similar to the calculation for

the Lamb shift term. First, let us assume H has discrete eigenvalues in [—||H]||, ||H||] with uniform gap 7,
meaning |A\; — \;| = nif A\; # A;. This implies |B(H)| = O(||H||/n). Then, for w > 0,

[Vacr@) = Vi ()| = © (14l BUD)IVG exp (~0*22/4)) = O (| Asl| | H V7 exp (~o?A%/4) [g) . (B15)
Similar to the Lamb shift term, we approximated the Hamiltonian by the rounding Hamiltonian H,, such

that [|[H — H,|| < n and H, has discrete eigenvalues in [—|H||, ||H||] with uniform gap 7. We conclude
that, for general H,

|Vas.s @) = Vi, y(@)| = O | min | Al H]| Vo exp (~o®A%/4) /n+ || Aslin [t£(2) .

o (E16)

=0 (Il AslI1H| /2 exp(~02A%/8) )
— When —A/2 < w <0, we can rewrite

Vi @) = (o) o) (ol + D () ) (w51 -

i,§70

This ensures that [Vjs’f(w), l1b0) (to

close to Vjs’f(w), we note that

] and thus |10) (0| € Ker (DVXS,f'(W))' Next, to show Vg j(w) is

Vas.p(w) =Vi () + 284714612 " exp(— (A — Ao — w)?0®) (thi] A o) [1hi) (4o
0
+ 224714012y D exp(=(ho — Ai = w)?0®) (ol A [i) [0} (i -
0
In the above summation, since ¢ # 0 and H has spectral gap A, we have |A;—Xg| > A and |\;—Ao—w| > A/2
when —A/2 < w < 0. This guarantees that each term in the summation can be upper bounded, meaning

2971 /161/2 3™ exp(—(ho — As — w)20%) (o] A i) [to) (]| = O (| As]| Vo exp (—o?A2/4))

A=A

for each eigenvalue A. Thus, similar to the first case, we also have (E15) and (E16).

Because both cases satisfy (E16), we have

v ot =0 ([, = 2vs, ol ) =0 (st Vi [Fassal)

=0 (|| As|2I1H /207 exp(~0?A%/8) ) .

E17)

Combining (E14) and (E17), we have
|Z o) (oD)||| = © (145 P 1H] /202 exp(—o?2%/3))
Plugging this into (E12),
| (1) wol) = o) (wol|, = O (a20*/ exp(~o2a%/8)] A5 H|/2)

This concludes the proof. O
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Appendix F: Mixing time and End-to-end efficiency analysis

As concrete examples to guarantee fast mixing, in this section, we choose A to be the set of all single-qubit Pauli
operators (and their negatives) for qubit systems, and the set of creation and annihilation operators (and their
negatives) for fermionic systems. For the functions g and f, we set

1 1 t2
) = Gt 10 = s (i)
The parameters wmax are selected so that the system-bath interaction can induce energy transitions effectively. The
choice of wpax can be system-dependent and should generally be at least as large as the largest eigenvalue gap,
and typically does not grow with system size. The parameter o in the filter function f(¢) is typically chosen to be
sufficiently large to ensure that the Lamb shift term in Theorem 4 approximately commutes with the thermal or
ground state, as discussed in Section E.

According to Theorem 9 and Theorem 10, to establish end-to-end efficiency, it suffices to provide an upper bound
on tmix,». However, we emphasize that in Theorem 9 and Theorem 10, the mixing time ¢,ix, ¢ and the parameter o
are not independent of each other. The bath Hamiltonian Hpg, the coupling operator By, and the filter function f(t)
must be carefully designed to ensure that the conditions required for the theorems are meaningfully satisfied.

In this section, we provide the result of upper bounding the mixing time of the map ® defined in Eq. (2) and a
complete end-to-end efficiency analysis for preparing both the thermal state and the ground state. Specifically, we
consider three examples of physical systems: a single qubit example (as a toy model), free fermionic systems, and
commuting local Hamiltonians. In all three cases, we show that the mixing time of ® can be upper bounded by
a constant independent of o, provided that o is sufficiently large. This enables us to achieve an arbitrarily small
fixed-point error by appropriately choosing a large o and a small «. For clarity, we first state the results, and defer
all proofs to later sections.

1. Single qubit example

We first consider a toy model to illustrate the key ideas. Assume the system Hamiltonian H = —Z. In Eq. (2), we
set A={X,-X} and g(w) = 119 3](w) (Wmax = 3). Then, we have the following result:

Theorem 17. For thermal state preparation, given any f3,€ > 0, there exists a constant C = poly(8,1/€) such that
ifo>C,T=Q(), and a < o 1C~L, we have

tmix,o(€) = O(log(1/e€)).

For ground state preparation (B = o0), given € > 0, there exists a constant C' = polylog(1/e€) such that if o > C,
T =Q(0), and a < o~ /2071, we have

tmix,@(e) - O(log(l/e))

Although this is a toy model, it highlights a key mechanism underlying the efficiency of our protocol when o > 1:
the design of the jump operator Va, fr(w) should support a wide range of nondegenerate energy transitions. In
the present setting, it suffices to have nondegenerate jumps between |0) and |1); see Egs. (G1) and (G3). Even for
this simplified model, achieving this property requires a careful choice of both the function f(¢) and the bath. A
contrasting example that fails to meet this condition is discussed in Section G, Theorem 22.

The proof of Theorem 17 is given in Section G. We emphasize that, in this theorem, when o is sufficiently large,
the mixing time ¢mix o (€) becomes independent of o. Plugging this bound into Theorem 9 and Theorem 10 yields a
result demonstrating the end-to-end efficiency of our protocol; see Theorem 21.

2. Free fermionic systems

Consider a local fermionic Hamiltonian H defined on a D-dimensional lattice of fermionic systems, A = [0, L]P,
given by

N
H= Z hi’jCjCj . (Fl)

ij=1
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where N = (L + 1)” is the number of fermionic modes, (h; ;) is a Hermitian matrix, and c; and c; are the creation
and annihilation operators at site j. We also assume that the coefficient matrix h satisfies |k|| = O(1). Note that
the operator norm of the Hamiltonian ||H|| can still increase with respect to the system size N. We choose Ag to be
uniformly sampled from the set of all single fermionic operators {¢, £¢; }7 .

The mixing time analysis for ground state preparation is simpler, so we present it first. The rigorous version
of Theorem 18 appears in Section H as Theorem 23.

Theorem 18 (Ground state of quadratic fermionic Hamiltonian, informal). Assume H has a spectral gap A. Let
g(w) = 2-1jg0,...] With wmax = 2||h]|. Given any e > 0, if 0 = O(A™Y), T = O(A™Y), and o = O(e!2AN—1/2),

Wmax

we have

tmix,o(€) = O (Nlog(N/e)) .
Here, 5) suppresses logarithmic dependencies on A~ 1/e, and N.

To prove this result, we adopt the strategy from [22, Section IV], which analyzes the Heisenberg evolution of the
number operator. Following the argument in [22, Section IV], the convergence of the Lindblad dynamics to the
ground state can be established by showing that the expectation of the number operator converges to zero. Moreover,
since the unitary evolution commutes with the number operator, it does not affect this convergence. Finally, the
convergence of the number operator can be directly related to the trace distance between the current state and the
ground state using the Fuchs—van de Graaf inequality; see Section H for details.

For thermal state preparation, we have an analogous result.

Theorem 19 (Thermal state of quadratic fermionic Hamiltonian at constant temperature, informal). For any constant
temperature S, with a proper choice of g(w), let 0 = O(e 'N?),T = O(¢ ' N?),a = O(¢*/2N~3), we have

tmix,o(€) = O (N?log(N/e)) .
Here, the notation 5) suppresses logarithmic dependencies on 1/e, and N.

The rigorous version of Theorem 19 is presented in Section J as Theorem 29. Compared to the ground state result,
the additional N factor in tyix mainly arises from the initial dependence of the norm || pgl/ NA pgl/ *|2; see the detailed
discussion at the end of Section J. It is worth noting that the choice of g(w) in Theorem 29 is chosen to simplify the
analysis, and can be suboptimal at large § [41, Section VII].

In Theorem 19, it may be possible to further reduce the dependence of tyix ¢ to linear in IV by employing advanced
mixing time analysis techniques, such as the modified logarithmic Sobolev inequality or the oscillator norm method [22,
34, 36, 37, 39, 40]. However, due to the additional analytical challenges introduced by the Lamb-shift term, pursuing
this improvement lies beyond the current scope of this work. On the other hand, we believe that the linear N
dependence of ¢pix,e in Theorems 18 and 19 is intrinsic, since the algorithm samples only one jump operator per
iteration. This situation closely parallels that of Lindbladian-dynamics-based algorithms: while rapid mixing can, in
principle, be achieved when employing O(N) jump operators, the total end-to-end simulation cost still scales linearly
with N [43-45].

3. Commuting local Hamiltonians

Let H = ZZ h; be a commuting local Hamiltonian defined on a D-dimensional lattice, where each local term h;
commutes with all others and is supported on a ball of constant radius. Furthermore, each qubit j is acted upon by
only a constant number of terms h;. Let I; denote the set of indices 7 such that h; acts non-trivially on qubit j, and
define Hj =3, hi. Let Ay = max;  (Ae41(H;) — Ax(Hj)) be the maximal nearby eigenvalue difference among all
H;. We note that for local commuting Hamiltonians, Ay is often a constant independent of the system size.

We choose Ag to be randomly sampled from all local Pauli operators {£X;, £Y;, £Z;}7 ;. We have the following
result:

Theorem 20 (Commuting local Hamiltonian at high temperature, informal). Let H be a commuting local Hamiltonian
defined on a D-dimensional lattice and g(w) = —2 110,wmax] With Wmax = 2A5. There exists a constant . dependent

on the Hamiltonian H such that for every g < 6c(and any e >0, if o = é(eilNz),T = é(eilNQ),oz = (:)(63/2]\/"3),
we have

b (€) = O (N?log(1/6)) .

Here, 5 suppresses logarithmic dependencies on 1/e, and N.
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A more general version of Theorem 20 is given in Section K Theorem 31. Here we use the result of [35] stating that
for commuting local Hamiltonians, there exists a critical inverse temperature . such that, when g < ., the spectral
gap of the Davies generator is bounded below; see Theorem 32.

Although the mixing time bounds in Theorem 19 and Theorem 20 appear similar, their proof strategies differ
substantially. For the thermal state case, the main idea is to show that the dissipative part of the Lindbladian
approximately satisfies the detailed balance condition, while the Lamb shift term approximately commutes with the
thermal state when o > 1. However, the Lindbladian with the Lamb shift term does not satisfy the quantum detailed
balance condition. Therefore existing techniques using the contraction of y2-distance, relative entropy [34], or local
oscillator norm [22, 40] are not directly applicable.

Instead, we follow the approach of [17, Appendix E.3.a, Proposition II.2], which analyzes the spectral gap of the
dissipative part of the generator after a similarity transformation, as introduced in [17, Appendix E.2]. In particular,
we prove contraction under the weighted Hilbert-Schmidt norm || pgl/ ‘1 pgl/ *||2. This contraction still holds in the
presence of the unitary evolution in Eq. (7), and therefore also holds for the map ®. Further details are given in
Section I, in particular Theorem 25 and Theorem 26.

4. End-to-end efficiency analysis

In the previous section, we have established that the fixed-point approximation error and the upper bound on the
mixing time are independent of o, when ¢ is sufficiently large. This property is crucial for ensuring the validity of the
fixed-point error bound in Section E.

Combining the result in Section E, we obtain the following corollary:

Corollary 21. For the single-qubit, free-fermion, and (high-temperature) local commuting Hamiltonian problems
above, for any € > 0, it suffices to choose o, T,a~' = poly(N,1/¢) to ensure that

llpax (@) — psll1 <€,

tmix, €
Tmix, o (€) = T‘zb() = poly(N,1/e).

For the single qubit and gapped free fermionic systems above, for any € > 0, it suffices to choose o, T,a™t =
poly(N, 1/¢€) to ensure that

l[pax(®) — [0) (Yol [l1 <,

tmix,a (€) = poly (N, 1/e).

Tmix,® (6) = a2

In the above corollary, Tyix, ¢ (€) denotes the number of times the map ® defined in (2) should be applied to achieve
e-mixing.

To establish end-to-end efficiency, it remains to analyze the simulation complexity of ®, which follows from a
standard analysis of Trotter errors (see e.g. [61]). Recall the quantum channel ®2PP™* in (4). We have ||@apPProx —
®[l161 = O (aT (| H|| + wmax)?||As||7?/o1/?), where T is the Trotter step size. Since ||As|| < 1, to achieve n-accuracy
in each application of ®, the number of Trotter steps per iteration is M = © (a/2T%/2(||H|| + wmax) 7~ /20~ 1/4).
Given a mixing time of Tix o (€), We set 17 = €/Tmix,@ to ensure the total quantum channel error is bounded by € in
1 <> 1 norm. This leads to the total number of steps is Miotal = M - Tiix,a(€) = poly(N,1/¢). Each step involves a
short-time (7) simulation of the system Hamiltonian, a single Z rotation, and one simulation step for the system-bath
interaction term whose gate complexity depends on the choice of Ag. We note that, in Theorem 21, the dependence
of Thix, e and Miota1 on N, 8, and 1/e could potentially be further improved, not only by establishing a tighter upper
bound on the mixing time, but also by allowing more relaxed choices of o and o. For instance, although this work
focuses on the weak-interaction regime—where ay/c is small—there is currently no evidence that this is the only
regime that is valid (see [54] for example). Relaxing this assumption represents an interesting direction for future
research.

Appendix G: Mixing analysis of thermal and ground state preparation for the single qubit example

In this section, we consider a toy model H = —Z. In Eq. (2), we set A = {X, =X} and g(w) = $10,3)(w) (Wmax = 3)-
To prove Theorem 17, it suffices to show that, for both thermal state and ground state preparation, the mixing time
of @ is independent of o when o is sufficiently large.
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Similar to Section E 1 and Section E 2, we first consider a simplified CPTP map defined as follows:

O =Ug(T) o exp (ZaQ) o Us(T).
Here £ omits the error in Theorem 4 and take the limit 7 — cc. Specifically,

Ep) = =i [Fus.o] + [ 2@Dp (o),

— 00

where
~ 0 ~
Hig=—-Im (/ 'y(w)gx’f(—w)dw) R fo / f exp( iwt)dt,
with
Gx flw / / f(s2)f(s1)X (s2)X (s1)exp(iw(sa — s1))dsadsy .
According to Lemma 11 or Lemma 15, for thermal and ground state preparation, respectively, we first have

H@ - 5“ =0 (a?oexp (-T%/(40%)) + a*T*07?) .

11

According to Theorem 8, when « is sufficiently small and T is sufficiently large, it suffices to consider the mixing time
of ®. In this case, we can compute V and HLS explicitly. Noticing,

Vi, (w / FOX (e ™t dt = 23401 2x/ (exp (=0 (w — 2)?) 1) (0] + exp (=0 (w + 2)?) [0) (1]) ,
and

Gy = 3 X)X / / F(52)f (1) explivasz) explivi 1) expliua(ss — s1))dudv

vi,v2€B(H)

= Co,o(w) [0) (0] + C1,0(w) 1) (1]

where Cp ,(w) and C; »(w) are functions of w that depend on o. Because the Lamb shift term does not effect the
proof later, we do not specify the form of Cy and C;.
Now, we consider the thermal state and ground state separately:

e Thermal state: We notice that

/ @) Dy (0) o

— 00

=93/271/2 / ¥(w)o exp(—20°(w — 2)?)dwD|1y (0| (p) + 23/271/2 / Y(w)o exp(—20°(w + 2)?)dwD)gy 1/ (p) + O (exp(—8c?))

=27 (Y(2)Pyy 0/ (p) +7(=2)Pjoy 11 (p) + O (§> ’

and
Hys = Co.5,010) (0] + Ci1 8,6 1) (1] ,

where Cy g and Ci g, are constants that depend on o. Define
Zﬁ =i {E[L&P} + 27 (v(2) D1y o) +7(—=2)Ppoy 1)) (G1)
and @3 = Us(T) o exp (Z‘gaQ) o Ug(T). Then, we have

H@ @ngHl o <a20 exp (—T1°/(40%)) + o' T"'0 ™% + f) . (G2)
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In the case when o is sufficiently large, according to Theorem 8, we only need to consider the mixing time of
®3. Since this result follows from a more general theorem in Theorem 31, it is sufficient to demonstrate that
the mixing time is independent of o.

We express p, in the computational basis as p, = Zi,b:o Ca,bm @) (b, where ¢, are the corresponding
exp(25) 1

+exp(28) 1+exp(28)”’
respectively, while |co1.,|? and |c1,0,,|? converge to zero. It is straightforward to check that the Lamb shift

coefficients. To show convergence, it suffices to verify that cg o, and ¢i,1,, converge to I and

Hamiltonian Hyg and the unitary dynamics do not affect the evolution of cg o n, €111, O |co1.n|% |€1,0.n]?
After plugging p,, into (G1), an ordinary differential equation (ODE) is obtained for the evolution of cg g.n,
C1,1,ny €0,1,n, and c1 0. A direct calculation verifies that the solution converges to the desired fixed point. Since

the evolution is independent of o, it follows that the mixing time of &)ﬂ is also independent of . Combing this
mixing time and (G2) with Theorem 8, we conclude the proof for the thermal state part.

e Ground state:
/ (W) Dy ;1w (p) dw = Cog o Djgy 1 + O (0 exp(—40?))

where Cw, » is a constant that depends on 0. We note that, there exists a uniform constant C. such that
Coo,0 > U for o > 1.

E[LS = C’O,oo,cr |O> <0| + Cl,oo,a |1> <1| P

where Cj o, and C} o, that only depends on o.
Define

~

Loo = —1 [ﬁLSu p:| + Coo,O'D|O><1| (Gg)
and @ = Us(T) o exp (EOOOéQ) o Us(T). Then, we have

d— D = 0 (a?oexp (=T?/(40?)) + a*T*0 2 + o exp(—40?)) . G4
) ) )

141

Finally, we consider the mixing time of 500. Similar to the thermal state case, we express p,, in the computational
. 1 . . .
basis as p, = Y, y_o Ca,b,n @) (b], Where cq 5, are the corresponding coefficients. To show convergence, it suffices

to verify that cg o, and ¢; 1., converge to 1 and 0, respectively, while |co 1 ,,|* and |e;1 9,,|? converge to zero. Same
as before, the Lamb shift Hamiltonian Mg and the unitary dynamics do not affect the evolution of ¢y ., €1,1,n,
or |co1.n|? |c1,0,n]?. Similar to before, a direct calculation verifies that the dissipative part of L., converges

and is independent of o, which implies that the mixing time of fT)OO is independent of o. Combining this mixing
time and (G4) with Theorem 8, we conclude the proof for the ground state part.

Remark 22. Different from our setting, [47, Section III] considers the filter function

£(t) = % exp (-(722 (t _ ’f)2> (@5)

Under this choice, the corresponding jump operator in the Lindblad dynamics is

0'(4}2
Las= 3 exp(—Buw/d) exp ((8)> As(w).

wEB(H)

As 0 — 00, the support of Lag effectively shrinks to a narrow energy window of width O(1/0):

Lic= 3 exp(—fw/4) exp (—(U§)2)As<w>+ S exp(—Bu/4) exp (—(““)2)/15(@,

lw|<1/2 lw|>1/2 8

=As(0) =0(exp(—0?))
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where we use B(H) = {2,0, —2} in the above equality. This implies that when o >> 1, transitions between eigenvectors
corresponding to different eigenvalues are strongly suppressed. For instance, when Ag = X, we have Ag(0) =0 and
|ILas| = O(exp(—0?)), so the dissipative term becomes exponentially weak. This leads to a mixing time scaling as
tmix = Q(exp(c?)). Substituting this into the fived-point error bound in Theorem 9 yields a vacuous upper bound on
the error.

In our algorithm, since the bath is initialized in the thermal state of Hg, we do not need to choose an interaction
function f that simultaneously depends on both B and o to satisfy an approximate detailed balance condition. This
avoids the restriction—present in Eq. (G5)—that energy transitions must remain near 0 when o is large. This key
distinction prevents the mixing time from degrading in the large-o regime and enables substantially faster mixing.

Appendix H: Rigorous version of Theorem 18

N . s . .
Recall H = S h ch-ck where cl ¢, are creation and annihilation operators, respectively. Because h is a
gk TTIRT R J> P ) P \%

Hermitian matrix, there exists an unitary matrix U such that A = UThU is diagonal. Specifically,

t

N
Mo [ DUk S WUNkjei | = Ablbx,
k=1

J J

H =

11

;
where b} = (Zj(UT)kJ'C]‘) , by = Ej(UT)kJCj formulate a new set of creation and annihilation operators after the

unitary transformation. Then, the spectral gap A = min; |A;|.
Now, we are ready to introduce the rigorous version of Theorem 18:

Theorem 23. Let g(w) = 1{0,wmay] With Wimax = 2||A]|. Given any e > 0, when

Wmax

(Nalf ” 1og<zv/e>) (020 exp (~T2/(40%)) + a0 VN exp(~A%0?) + a*T 5 %) = O(¢),

we have
tmix,o(€) = O (|[h]|N log(N/e)) .

Proof of Theorem 23. First, according to Theorem 8 Eq. (D3) and Lemma 15, it suffices to prove the mixing time of
® defined in (E10). Recall

& = Us(T) o exp (Ea2) o Us(T).

Here

0

L(p) = Eag <z [HLS,AS,,)} +/

— 00

(6) + 8Dy, (A1)
where
sag=-tn ([ o st [T obas-o). Tasw = [ raswe-ia,
with
Gass@) = [ [ rsahf(e AL As(s1) expliv(s = s1))dsadss

Define the number operator:

N= " bibx+ > bib.
Ak >0

A <0
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Let H has eigendecomposition {(\;, 1)) }9=¢ with A\g < A1 < ..., Ag_1. We note that 1 — (14| p|tho) < Tr(pN). Using
the Fuchs-van de Graaf inequality, we obtain

llp = o) (ol [l < 2¢/(1 = (o] pltho)) < 24/ Tr(pN).

we can show the decaying of Tr (Cf[p]lil), compared with Tr (pN) Furthermore, because N commutes with H , the

unitary evolution part Ug does not effect the expectation. Thus, if we can show
Tr (exp (Za2> [p]N) < (1 —68)Tr(pN)
for some 0 < § < 1 and any p, then we have

Tr (55[;}]&]) =Tr (exp (Zoﬁ) o iffl[p]lil) <(1-96)Tr (5571[p]|§|> < (1—8)XTr(pN).

for any K > 0 and p. This implies the fast decaying of Tr(pxN).
However, because £ does not exactly preserve the ground state, it is difficult to directly show the exponential decay
of Tr (exp (Eag) [,O}N) in the above form. Instead, we will construct a new Lindbladian operator L in the proof so

that such that HE — EH is bounded, L exactly fixes the ground state, and L satisfies a decay property, namely,
11

Tr (exp (Eaz) [p]N) < (1 —6) Tr(pN). (H1)

Recall that Ag is uniformly sampled from {j:cL, +cp 1. We first deal with the dissipative part and define L. We
note that

exp(iHt)b; exp(—iHt) = exp(—i\jt)b;, exp(iHt)b exp(—iHt) = exp(iA;t)b] . (H2)
T
When Ag = ¢} = (ZJ U;w»bj) , we have

Ag(t) = exp(iHt)Ag exp(—iHt) = Z Uk,j exp(i)\jt)b;r- .

J

Because the integral in V is restricted to the regime w < 0, we have
Vie(w) i= Vag p(w) = / F(#)As(t) exp(—iwt)dt =Y Ty j f(—w + A;)b]
o 7

= 3 Tegf(—w+ M)bl + 0 (\/ﬁexp(fA%ﬂ))

A;<0

contains the part with A; > 0

when w < 0. We note that the Lindbladian with jump operator ‘/}k = Z/\j<0 Ukyjf(fw + )\j)b; preserves the ground

state, since Vie [0) = 0. In addition, for w < 0, we note
Hffk(w) - Vk(w)u ~0 (\/UN exp(fA202)> . (H3)
Now, defining L with XA/k and the same Lamb shift term fi:Ls, we obtain

|21

11

=0 (sup[[7itw) - T |7t ) = 0 (v Fexp(-a%2) (H4)

Define ® with £ similar to Eq. (E10). We have

H@ - <T>H1H1 =0 (020'\/N6Xp(—A20'2)> . (H5)
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Combining (H5) and Lemma 15, we have

HCIJ - ‘5” =0 (a oexp (~T%/(40%)) + a*aV N exp(—A%0?) + a4T4072) . (H6)

11

Now, given an observable O = bjbi with A; > 0, we notice [b;, O] = 6;;b;, [b;(, O] = —0;; bj Then, we have
t L st o oo
£t (0) = 5 (I 0% = V{[Wh. 0]) = 0
Given an observable O = b;b with A; < 0, we notice [b;, O] = —d;;b;, [b}, O] = d;;b]. Then, we have

1 /.~ o~ mn o~
£t (0) = 5 (0. 0% - Vf [V, 01)

:% ((~Ukaf (o 20:) Vi = V) (W,if(—w + Ai)bj))
= 5 3 Ukl fow M) few + 3)hb) = 5 37 Uil (- + A fl-w + X5 b50]
A<0 Aj<o

Because ), Uy ;Uk,; = 0 ;, this implies

> (Z SGIDEDS ﬂ%(bibb) =-> ’f(—w el
Ai<0

k Ai>0 Ai <0

bib! (H7)

Similarly, when Ag = ¢, we can also define Vj, that preserves the ground state and satisfies (H3) to (H6). Further
more, similar to (H7), we have

Z <Z cL o)+ > c%(mz;})) ==Y ’f(—w — ) 2

Ai>0 A <0 Ai>0

blb,

Because g(w) = ﬁ [0,2]|n]|]> We have Eo|f(—w — sign(A:)N)]2 = Q(||A]|~1). Thus,

S c .
LT(N) < ———N,
N < ~Taw

with a uniform constant C. Here, N comes from the expectation of Vj, which gives an % factor before the summation
of k.

i
Next, for the Lamb shift term, when Ag = c,t = (E; Uk,jbj) , we have

(H8)

QAS, / / f(s2)f(s1)A (SQ)AS(Sl) exp(—iw(se — s1))dsads;

Z Uk.v, Uy " bwby1 / / f(s2)f(s1)exp(—iA,,s2)exp(iA,, s1)exp(—iw(se — 31))dudv

Vvy,V2= 1

After summing in k, the remaining terms commute with N and thus, does not change Tr(p(t)N). Similarly, when Ag
is chosen to be ¢y, we have the same commuting properties.

In conclusion, using Eq. (H8) and the commuting property of G. Ag.f> We have

Tr (exp (/3042) [p]N) < (1 - iﬁi/_) Tr(pN).

This implies that

| @516 = ko) (asol | < T (BE10IN) < (1 - ”(;:a;)ka(PN) =N (1 - ﬁﬁ?v)k

Thus, given € > 0, we have

(= 0 (S5 g0

Combining this, (H6), and Theorem 8, we conclude the proof. O
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Appendix I: Mixing time of ¢ for thermal state preparation

Before showing Theorem 19 and Theorem 20, we provide a framework for studying the mixing time of the CPTP
maps that take the form of

® = Us(T) o exp (Ma?) o Us(T),

where M is an arbitrary Lindbladian that preserves the thermal state pg. This framework is inspired by [17, 18].
To start, we first introduce the detailed balance condition that allows coherent term:

Definition 24 (Detailed balance condition with unitary drift [18, 62]). For any Lindbladian M and full-rank state
pg, take a similarity transformation and decompose into the Hermitian and the anti-Hermitian parts

Klps: M) = M [l ol ] 3Vt = H(pa, M) + Alps, M)
Kps, M)' = pif M [0 93 1) = H(ps, M) = Alps, M)

We say the Lindbladian M satisfies the detailed balance with unitary drift if there exists a Hermitian operator Heo
such that

Alpg, M) = —ipy “[He.p5 oz 0"

We note that the above detailed balance condition allows a coherent term that commutes with pg in M. It is
straightforward to check that if M satisfies the detailed balance with unitary drift, then H(pg, M)(\/ps) = 0 and
M(pg) = 0. Furthermore, if M approximately satisfies the detailed balance with unitary drift, we have the following
result to quantify the mixing time of ®:

Theorem 25. Assume H(pg, M) = H1(pg, M)+ Ha(ps, M). If H1 is a self-adjoint operator under Hilbert-Schmidt
such that H1(pg, M)(\/pg) =0 and Hi(pg, M) has a spectral gap Agap(H1) > [[H2lly.so. Given any p1, p2, we have

[ (01 = p2)ll, < 2exD ((~Agap (H) + [Ha ) k) |52 | lor = ]

Specifically, for any € > 0, we have

tmix(€) < ! log i Hp—l/QH
mix,®(€) >
’ Agap(H1) — [|Hallpeso

We emphasize that Theorem 25 does not guarantee the correctness of the fixed point. However, it still provides an
upper bound on the mixing time of ®. In the regime where Hy < 1, it is possible to establish a small fixed-point
erTor.

Proof of Theorem 25. Given any density operator pi,ps, we define &€ = p; — ps. We consider the change of

Hp_1/48p51/4H after applying ®, where || - ||2 is the Schatten-2 norm (Hilbert-Schmidt norm). First, because Usg
commutes with pg 1/4( )pglﬂl, we have
—1/4y, —1/4 —1/dpo —1/4 —1/4po —1/4
Jes " uis@r05 ", = Juts (o205 |, = s 203

Thus,

[t @@)0s | = o5 expMa®)(€)p; || = [exptictos, M)a?) [o51 e05M ||
Let £(t) = exp(Mt)E. Because £(t) is traceless, we have pg /48( )p;1/4 is orthogonal to ,/ps under Hilbert Schemitz
inner product. This implies that

71/4H g 1/4} H2

 exp(kctos, M) [ 1€

—2< PRI R (H1+H2)[ 1/45(t)p;1/4]> 2 (= Agap(H1) + [ Hallyes) Hpﬁ”4 ()pg”‘*Hz

" taane
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This implies that
~1/4g —1/4|] _ oy [ —1/4p —1/4 ~1/4g 1/4
Pg (€ )P/j 5 exp(K(pg, M)a”) Pg 505 ) < exp (( Agap(H1) + [[Hallgeyo) @ Pg )
In summary, we have
540205 < exp ((~Agup(Pa) + [ Hally) ho?) |05 205,
Finally, using | BAB||; < ||B||?||Al|2, we have
2
leth < [loy [ [los 05|, = o 05|, < o[ em < [lo5 2 el
This implies
—-1/2
[5(E)]|, < 2exp ((—Agap(H1) + [Hallpern) ka?) o5 I €] -
This concludes the proof. O]

Let H has eigendecomposition {(A;,|1;)) 2_71 with Ag < A1 < ..., X\o~v_1. Given a coupling operator A, for any
w >0, define A(w) =", 5., [¥i) (¥j] <wl| A |wj>. The Davies generator of a set of coupling operator A is defined
as

Lol = 3 3 AwhpA)! — 5 {A41@)AW). p} -

AcA w
A direct corollary of Theorem 25 is in the following:

Corollary 26. For M = —i[Hc, |+ Lp(:), where Lp is a generator that satisfies GNS detailed balance condition or
KMS detailed balance condition and has a gap Agap(Lp). If

o5 Hepl " = ol Hopy | < 8 < Agup(£)
Then, the mizing time of M is

—1/2
L (.

tmix,e(€) < v————~——
() Agap('CD) - 5

Proof of Corollary 26. Because L satisfies GNS/KMS detailed balance condition, we have

K(ps, Lp) = K(ps, L)' =H(ps,LD);  Agap(H(ps, LD)) = Agap(LD) -

Thus,
H(ps, M) = Hipa, o) — 5 {3 Henlf* = plf Hep; .0}
Noticing
%' {pglMHcp};M B p;MHcpElM, H} » < Hpgl/ziHcp;M _ p}i/zLHcpgl/sz <5
we conclude the proof using Theorem 25 with H; = H(ps, Lp)- O

Next, we show that, with a proper choice of g(w), the dissipative part of (8) approximates a Lindbladian dynamics
satisfying the KMS detailed balance condition when o and T are sufficiently large. This can be used to show the
mixing time of the free fermions in Section J.
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Theorem 27. Given x = (%) such that B H—JL/; 2;;'(680%(402 O(1), we set

(w+x)?

1 22 1
9ul) = 7 P _@ A 2W(ﬁ 402>‘

B 402

Then, there exists a Lindbladian EKMs,x that satisfies KMS detailed balance condition and a Hermitian operator H,

such that
2 x/B — o?
‘191 - ¢ (Uexp (=1%/t4e) + Z% <£2 : 962—/6,6/)(8012/)(4 ) * f)) 7

HL‘ — (—i[Hw, ol + EKMSJ)

and

~1/4 51 1/4 1/4 71/4 B B x4 +/2x/8 —1/(40?)
H Hyo H x_%—i—; x — B/(802) '

Here, [ZKMS’E takes the form of

~ B >
Crasislp] = Eas (—z [ s ,p} +/ mw)DvAS,fm(w)(p)dw) , (1)

— 00

with Y, (w) = g, (w) and

Bas == [ hte (/ h2<t2>As<t2>As<—tz>dt2)e”ﬂldth

where

ho (1) = QO}W S (35;) (Cosh;rt e sin(—ﬁt/(402))exp(—tz/(2a2))> ,

2
ha(t) =2 %E - 4fizexp ((—4; —2it> x) .

Furthermore, when x = 8% + Wmax With wmax = Q(B8), we have error bounds

and

HE — (—i[Hx, ol + EKMS,x)

‘ml -0 (a exp (—T%/(40%)) + 5) :

g

and

g

~1/4 5y 1/4 SL/4 —1/4 B
|3 Ay =o(2).

Remark 28. We notice that 7, satisfies [18, Eqn. (1.4)] up to a normalization factor. According to [18, Lemma I1.2]
with o = 1/(20), 0, = \/2x/B — 0%, and w, = x, and the above choice of g,, the transition part of the Lindbladian

Lims,e can be written as

T(p) = Z Yor,a Avy PA:rzz )

v1,v2€B(H)

where

1 . < (1 + 12+ 2x)2> . < (1 — 1/2)202)
Ny = ———€xp | ——————— |exp | ——F—— | .
T 2\/4rx /B P 162/8 P 2

This implies that, when o changes, it only affects the vy — vo term.
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Proof of Theorem 27. The formula of g gives

9o (W) + g2 (—w) _ () T (w)/gs(w) _ (w)l + exp(fw) exp (sgffzif_g)
e s e R TF oxp(Bw)

fw
1 —exp (83:02 — 5)

YR Y B 5 o S N P A 5
N che P 9 (22 xp 8xrc2 —
(3-)

Yo (w) =

Let 4, (w) = g.(w), we then have

Ve = Al oo < {|92(w)

L

_1
402 L
. 2 3 (u/2e/B—1/(40%) — ) -
|z, = <_2> e 8102 — B "
Ly
0 572 2¢/B —1/(402) + =
o?\/2z/B — 1/(40?) 295/6— 1/(402) x— B/(802)
62 1+xz/\/22/8 —1/(402)
z —/(80?) '
when *32 1+Z/W O(1). In the second equality, we let u = w + x/+/2z/8 — 1/(402). Similarly,
. > exp(Bw) Bw
172 = Fellr < /_OO 92 ()T exp(aa) |1~ P <8M2_5) ’ dw
1 [ (w+ )2 B2w
<z ooy e ()
B 1 ° (w+ )2 B2w
(el w

8% (u\/22/8 —1/(40?%) —
\/%/ exp 2/2) 1—exp ( ’ 8/x02 1/ﬂ4 ) dw

B 5723:4— 2x/5 —1/(402)
=0 <02 x — B3/(802) ) '

Define

DMAm:/ 5(@)Dy, ., - (p)d

— 00

Using the above estimation, we have

D%Amf/ @)Dy ) ()

— 00

B ) B B21+x/y/22/8 —1/(402)
owm%LafwmaO(ﬁ P e >7

11

where the second term is the original dissipative part with 7, (w). Here, the first equality is a result of [17, Proposition
A.1] and [17, Lemma A.1].

Next, it is straightforward to check that, 7, satisfies [18, Eqn. (1.4)] up to a normalization factor. According to [18,
Appendix A Corollaries A.1,A.2] with o = 1/(20), 0, = \/22/8 — 0%, g(w) = d(w — z), (I1) satisfies the KMS
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detailed balance. Furthermore, we have

o = 0(

which implies ||Bagl| < ||h1||1]|hellr = O(8/0). In summary, we have

1

cosh 2xt/f |(eB)~ " sin(—tB/(40?)) exp (—t2/(202))”L1> =0(8/o), |h2llrr=0(1),

Ll

[Bas N o 21 4 2/\/2x/3 — 1/(40?
B [ Zi ,p] +DAWE(p)?/ %(W)DVAS'f'OQ(w)(p)dw -9 <§2 z/x—xﬁ//(&?)/( = + a§x> '

—0o0

ZKMs,m 11

exp(—¢*/8)dg = O (“Bﬁ) :
o 357

T — ==
o

Furthermore, we can verify that

-/ ‘ | At explivoaas

=)

which implies

VB +572x+ 2z/8 —1/(402)
3 o2 x — B/(802)

OA\/ T — 302

(14)

exp(—¢°/8)dg = O

R:= /OOO ‘/_O; Ve (w) exp(iwog)dw

Here, R, R are defined according to Lemma 13 (E5). According to the proof of Lemma 11 and Lemma 13, there exists

a Hermitian matrix H, such that
1 B2z ++/2x/B —1/(40?)
=0 —T? /(40>
‘1<—>1 (oexp( /(40%) + Zy ((72 z —B/(80?) ts + o’

HE — (—i[Hx, ol + EKMS:C)

and

1/4H 01/4 /13/4H

1/4H (,8 B +ﬁjx+ 29:/6—1/(402))'
e

o
H B o x—g% o? x — 3/(802)

This concludes the proof of the first part of Theorem 27.
Now, let x = % + Wmax With wpax = Q(B). We can provide a better estimation for (I3). Let ¢ = 2wpax/S8. Then

c¢=Q(1) and
. ° exp(fw) B2w
e =l = /_wgf"(“’m 1o ()
ox (w+)? exp(fw) {— ex Bw do
\/271- P 2c 1+ exp(Bw) P\ 4o2e
0 w2\ exp(fw) B
~ Vare / P ( 2¢ ) 1+ exp(fw) ‘1 TP (40%) ' dev
w + x)? exp(fw) Bw
exp < 2¢ > 1+ exp(Bw) 1 —exp <402c> ‘ dw
1—exp <4§L:c> ‘ dw
= max )exp(w) ‘1 —exp (&)’ = 0(1/(co?)).

we(—o0,0

\/ 2me

For the first term, we have

ex( w+x)2> exp(SBw)
P 2¢ 1+ exp(pw)

F

< max 0 exp(fw) ‘1 — exp <4€(§C)

we(—oo,
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For the second term, we have

ox ( w+ fﬂ)z) exp(fw)
\/ﬁ P 2¢ 1 + exp(pw)

— exp <4ifc>’dw
(e (o
< ) o () - (g ) o

([ (ukafyep u * (u+ 2/V/E)? Bu
i (o (R e (g o [ o (O e (2
For the first part, we have

1—exp <40621i/5> ‘ du

/Olog(tf) o (_ (u + :;/\/6)2)

(u+ Jc/\/E)2 Bu
<1 =~V 7 1— A —
Og(U) ue[{)r,ll%;{(v)] xp ( 2 P 40 2\/5

_o (loelo) max bu ex U
_O( Ve uel0log(o)] 02 Pt Vo2 /2)

=0 (log\fi 9 max Boex p(— (u+ﬁﬁ/2)2/2) = O (07 log*(0)/Ve)

u€[0,log(c)] 02

For the second part, we have

I e | ) I
- /1°° o (_ (u+/V2)? = Bu/(20,/0) ) .

og(o 2
<2 /IO:U) exp (— wt x/ﬁ)z - “/(2‘/E)> du <2 /101) exp (— “22/2) du = O (exp(— log(c)2/4))

where we use u > 1/+/c when u > log(o). Plugging this back, we have

”'-Yz - %”Ll =0 (072 IOgZ(O')) .

when o = Q(8). The remaining part of the calculation is very similar to the first part of the proof. Thus, we
omitted. 0

In the following section, we will upper bound the mixing time of free fermion in Section J using KMS DBC and the
mixing time of commuting local Hamiltonian in Section K using GNS DBC.

Appendix J: Mixing time for thermal state preparation of free fermions

In this section, we give a rigorous version of Theorem 19 and provide the proof.

Theorem 29. Assume = O(1) and |h|| = O(1). We set

where wWimax = O(1). Then, if
=Q(N% ), T=Q>), a=0(c'N'/?)

we have

= O(N(N +1log(1/e))).
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Remark 30. We note that since g is not a uniform distribution, we cannot directly apply Theorem 9 to control the
fixed-point error. However, using (I4) and the assumption 8 = ©(1), we obtain

‘ / w) exp(iwoq)dw| exp(—q?/8)dg = O <i> )

Plugging this into Theorem 12, we obtain a fixed-point error bound that is essentially the same as in Theorem 9.
Specifically, for any € > 0, if

0 = ﬁ (e_ltmix,q)(e)) ) T= Q(J log(a/e)) ’
and o = O (0T72€1/2t;i1){_2} (e)), then
8(®) — pslls < c.
The upper bound on tmix a(€) established in Theorem 29 then implies that Theorem 21 also holds in this setting.

Proof of Theorem 29. The proof of the theorem is based on Corollary 26 and Theorem 27. Specifically, in Theorem 27,
we choose z = % + Wmax and define Lxms,c = Lxwms,e and H, = H,. According to Theorem 27, we have

Hﬁ - (—i[Hc,P] + EKMS,C)

‘161 —0 (a exp (—T%/(40%)) + f) :
and

H —1/4 gy 1/4 _ 02/4 —1/4H — 0(B)0). (J2)

Thus, it suffices to study the spectral gap of EAKMS’C defined in the above lemma. For this part, we mainly follow the
approach in [42, Section III.A].

First, given a set of creation and annihilation operators {c, cL}éV:l, we define the Majorana operators as
L — T RN | =1 N
m2j71_cj+cj7 m2] _Z(CJ j)v J=4... i

which satisfies {m;, m;} = 26; ;. Let m = [mq,... ,man]T. Then, we have

H = Zh”z _Zh mim; — Clyn on =T - B™ 17 — Clyn yon

1,j=1

We note that the eigenvalues of h™ is a Hermitian and antisymmetric matrix with eigenvalues {\(h)/4, — A (h)/4}0_4,
and C' is a constant.
Next, for each creation and annihilation operator pair (c;, c}), we have

)= 2 )

Define the coupling operator vector A= [CJ{, cq, c;, 2,...,ch,en]t. Then,

t
N
- M
A=—

ﬂm, (J3)

where M is a unitary matrix.

In IA/KMS,C7 we first evaluate the coherent component B. By (J3), the coupling operator V2, A can be written as a
unitary transformation of 7. As shown in [42, Lemma III.1], the coherent part under KMS detailed balance satisfies
B = 0, meaning that the coherent contribution vanishes.

Next, we follow the proof of [42, Lemma III.2] to calculate the spectral gap of the dissipative term. We first
formulate

—1/4 1/4 1/4) —1/4
Holp] =0g / ﬂ(MSC[O’IB/ (P)Gg/ ]‘7/3 "
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Because EAKMS,C satisfies the KMS detailed balance condition, Hy is a self-adjoint operator with respect to the
HilbertSchmidt inner product. Furthermore, Hg is a similarity transformation of the Lindbladian f{(MS > Which

means that the spectral gap of Hg is the same as the spectral gap of EAI(MS,C.
To calculate each term in the parent Hamiltonian Hg[p], we first note that, for each w,

( 4h™ — ) —BR™ 'T?l,

sl=
*m

and
— _ ]_ N
> VL@V @+ o5V Ve w)o ! = St - | f(—anm = w)| i
j 7 ! '

Plugging this equality into the expression for Hg[p],

AR — e PR MY o M- F(—4R™ — W)e PP L
2N/ B = w)e p- M- f(—AR™ —w)e " i
2
‘~ﬁ”2 dw .

- 1, P m
— gt \f( Aw =) i p—p gt - [f(-anm - w)

Because 8 = O(1), ||h|| = O(1), and wpax = O(1), it is straightforward to check that

( [ |feam -] dw) exp(~BH™) > C

where C' is a constant independent of o, meaning the coefficients of the above quadratic expansion does not generate
when o approaches to zero. Following the proof of [42, Proposition II1.2], the spectral gap of H, is lower bounded by
a constant over N independent of o.

Let

® =Us(T) o exp (Ma?) o Us(T), M = —i[He,p| + Lxws.c-
Combining Lemma 11 and Theorem 27, we first have
‘ o — =0 <a2 (0 exp (—T7/(40%)) + o*T*0 ™% + ﬁ)) .
o
In addition, according to Corollary 26 and (J2), when 5/0 = O(1), we have

—1/2
i

1<1

t . =(e)=0| Nlog

mix, P
We note that log (H 1/2H) O(B||H|| + N) = O(BN) = O(N) in our case. Applying Theorem 8 to ® and ®, we
obtain that, if
1
oexp (—17%/(40°)) + *T 02 + o O(eN"HN +1log(1/e))™1),

then

2o ‘”2H
tmix,a, (€) = O | Nlog

This concludes the proof.
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Appendix K: Mixing time for commuting local Hamiltonians

In this section, we prove a general version of Theorem 20. Unlike the previous section, here we show that, the
dissipative part of £ can converge to the Davies generator. The Davies generator satisfies the GNS detailed balance
condition (defined in Section A), and therefore also satisfies the KMS detailed balance condition.

In the general case, establishing rigorous convergence to the Davies generator requires ¢ to scale exponentially
with the system size, since one may need to resolve exponentially close Bohr frequencies w; and wsy in order to
generate distinct jump operators Ag(w;) and Ag(ws) that appear in the Davies generator. However, in cases where
the effective Bohr frequencies are not exponentially close, such as for local commuting Hamiltonians, o does not need
to be exponentially large, allowing for an efficient approximation. This property is mainly summarized in the following
theorem.

Theorem 31. Given a coupling set A. Assume
e The Davies generator Lp, a[p] has a spectral gap Agap > 0.

e There exists a constant § > 0 such that: for any A € A, w1 # wa, if A(w1) # 0 and A(w2) # 0, we must have
\wl — OJ2| Z d.

o There exists a constant M such that sup 4¢ 4 [{w]A(w) # 0} < M.

Given any € > 0, if

- (spgh e s o

/) E(l4s]?) , T =2(0),

and
o= (9( 1/2 o YA 1/2/\éél2)10g71/2 (H 1/2H/ ) 1/2 (Il 4s]| )>
then
35l |
mix,'/i\‘(e) S ‘A| log °
gap €

In Theorem 31, we note that the second condition is a technical assumption used to bound the difference between L
and the Davies generator. When ¢ is not exponentially small, it is not necessary to fully resolve all Bohr frequencies
to ensure that the Lindbladian dynamics converges to the Davies generator. This condition is easily satisfied in the
case of local commuting Hamiltonians: A(w) is determined by the interaction between A and a constant number of
local Hamiltonians. Hence, it suffices to choose ¢ to be a constant to guarantee that different components A(w) are
well separated.

Remark 32. According to [35, Section VII], when H is a local commuting Hamiltonian as stated in Theorem 20,
there exists a constant B, dependent on the Hamiltonian H such that for every 8 < ., the spectral gap of the Davies
generator can be lower bounded by a constant, meaning Agap = ©(1). Furthermore, we also have § = Q(1), M = O(1),

|Al = O(N), |H|| = O(N). Noticing log (HUB 1/2H> OB|H||+N)=0({(B+1)N), we can choose
c=0 (e '(B+1)°N?), T= Qo), and a=0 (63/2(5 + 1)75/2N*3) )
to obtain
tmix.a(€) = O (N(|[H]|8 + N)log(1/€)) = O (N*(8 + 1) log(1/e)) .
This gives Theorem 20.

Proof. Recall ® defined in Eq. (E2):

& = Us(T) o exp (Eoﬂ) o Us(T). (K1)



Here
Ep) = =i [us.p] + Eas ([ 10Dy, (01a0)
where
s = By (0 ([ 2@ s-0)a0) ), Taos) = [ A exp(-iwnar,
with

Gaf(w / / f(s2)f(s1)AT(s2) A(s1) exp(iw(s2 — s1))dsads: .

Similar to the proof of Theorem 23, we will construct

® =Us(T) o exp (Ea2) o Us(T)
with
Z:\(p) =—1 [ﬁLS,p} +]EAS <Z L"D,As) )
such that H@ ® is small. Here L£p 4, is the Davies generator associated with the coupling operator Ag.

We first deal w1th the Lamb shift term. For each w, we have
QAS, / / f(s2)f(s1)As(s2)As(s1) exp(—iw(sy — s1))dsadsy

= Z ATS(VQ)AS(Vl) [ [ f(s2)f(s1)exp(ivass) exp(ivysy) exp(—iw(se — s1))dudv

V17V2€B(HS)

=3 m Yo Al Asn)

Vi, U2€B Hs)

00 2 0o 2
.Op p q .0q .
. exp (i—(v1 +12) ) exp (> dp/ exp <> exp |i—(v1 — 19) | exp(iowq)dgq
/, (2(1 2)) 8 0 8 (2(1 2)) (iowq)

o0

=0 (exp(—0o2(v1+1v2)2/2)) =0(1)

Define the commuting part as éAS,f(w):

Gas.r(w) = zr Y Alra)As(n)

v1+rvo=0

00 2 0o 2
.Op p q .0q .
. exp (i—(v1 + 12) ) exp (> dp/ exp <> exp (i—(v1 — v2) ) exp(towq)dg
/, (2(1 2)) 8 0 8 (2(1 2)) (iowq)

o0

According to the assumption of Ag, we have |v; + vo| > § in the summation of gAS,f(w). Thus,
|Gas (@) = Gacs @) = O (cexp(~020?/2))|As2M)

where M comes from the total number of terms in the summation.

Define Hyg = —E 4, (Im (ffooo fy(w)é\AS’f(fw)dw)). We have
s - Aus| = O (7 exp(~0%6/2)M2E(| As]1?)) -
Next, for the dissipative operator, we have

Vaf(w / F(OA(t) exp(—iwt)dt = 23/451/ 271/ Z exp(—(£ — w)?0?)A(€)

§EB(H)
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Then

| 2Dy, @) - Lo,

— 00

— Z / 23/271-1/2Uexp(—2(§ — w)202)ry(w)dw —21y(8) | Lage) + / y(w) Z oo dw
¢€B(H) —> > E17£E
=05 12 =0 exp(~o28%/2) M2 ]| As2)

This implies that

— O ((Bo~'M + o exp(—062/2)M?) || As|?) .

o0
|| P, e~ 20,0,

11

In conclusion,

>3 =0 (a? (Bo™'M + o exp(—06? /2)M?) E(|| As|*)) -

|#-3

H1<—>1

Combining this and Lemma 11, we have
H&D - CI)H =0 (a® (Bo™'M + o exp(—06?/2)M? + o exp (=17 /(40%))) E(|| As|?) + o*T*o2E (|| As||*))
11

Furthermore, according to Corollary 26, we have

—1/2
25"
€

Al

gap

t +1.

(e) < |

mix, P

log

Finally, when

o=0 (|A|)\g_a1p§_1e_1ﬁM log (Ha;WH /e) E (||AS||2)) T =9(0),
and

=0 (61/20—1‘./4'—1/2)\;43 log71/2 (“051/2” /6) E-1/2 (||AS||4)> ’
we have

11

s8] <c.

Applying Theorem 8, we conclude the proof. O
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