Table S1 Pairwise comparison matrix for different data layers for multi-criteria including weights,consistency index(CI) and consistency ratio (CR)
	Criteria
	LULC
	Slope
	Elevation
	Rainfall
	Soil types
	NDVI
	Aspect
	Hillshade
	NDMI
	Stream distance
	Road distance
	Weight

	LULC
	1.000
	2.000
	3.000
	4.000
	4.000
	5.000
	6.000
	6.000
	7.000
	8.000
	9.000
	0.254

	Slope
	0.500
	1.000
	2.000
	3.000
	3.000
	4.000
	5.000
	5.000
	6.000
	7.000
	8.000
	0.183

	Elevation
	0.333
	0.500
	1.000
	3.000
	3.000
	4.000
	5.000
	5.000
	6.000
	7.000
	8.000
	0.159

	Rainfall
	0.250
	0.333
	0.333
	1.000
	2.000
	4.000
	5.000
	5.000
	6.000
	7.000
	8.000
	0.119

	Soil types
	0.250
	0.333
	0.333
	0.500
	1.000
	3.000
	4.000
	4.000
	5.000
	7.000
	8.000
	0.093

	NDVI
	0.200
	0.250
	0.250
	0.250
	0.333
	1.000
	3.000
	3.000
	5.000
	7.000
	8.000
	0.066

	Aspect
	0.167
	0.200
	0.200
	0.200
	0.250
	0.333
	1.000
	1.000
	3.000
	5.000
	6.000
	0.038

	Hillshade
	0.167
	0.200
	0.200
	0.200
	0.250
	0.333
	1.000
	1.000
	3.000
	5.000
	6.000
	0.038

	NDMI
	0.143
	0.167
	0.167
	0.167
	0.200
	0.200
	0.333
	0.333
	1.000
	3.000
	4.000
	0.023

	Stream distance
	0.125
	0.143
	0.143
	0.143
	0.143
	0.143
	0.200
	0.200
	0.333
	1.000
	2.000
	0.015

	Road distance
	0.111
	0.125
	0.125
	0.125
	0.125
	0.125
	0.167
	0.167
	0.250
	0.500
	1.000
	0.012

	Λmax=12.28; CR=0.08; CI= 0.13; RI = 1.51


Table S2 Accuracy assessment for land use land cover

	Predicted
	Actual
	Reference Points
	Commission error
	UA (%)

	
	AGR
	AFS
	BL
	Built up
	Forest
	GL
	Snow
	Water
	
	
	

	AGR
	220
	15
	5
	8
	7
	12
	4
	9
	280
	0.20
	78.57

	AFS
	12
	320
	10
	5
	25
	10
	2
	6
	390
	0.18
	82.05

	BL
	5
	12
	70
	6
	4
	2
	3
	3
	105
	0.33
	66.67

	Built up
	6
	8
	7
	80
	12
	5
	4
	3
	125
	0.36
	64.00

	Forest
	8
	15
	3
	6
	290
	6
	1
	1
	330
	0.10
	87.88

	GL
	3
	5
	2
	2
	5
	110
	1
	2
	130
	0.15
	84.62

	Snow
	2
	3
	2
	1
	2
	0
	55
	5
	70
	0.13
	78.57

	Water
	4
	6
	3
	4
	1
	2
	4
	80
	104
	0.23
	76.92

	Classified Points
	260
	384
	102
	112
	346
	137
	74
	108
	1500
	
	

	Omission error
	0.15
	0.17
	0.31
	0.29
	0.16
	0.20
	0.26
	0.21
	
	
	

	PA (%)
	84.62
	83.33
	68.63
	71.43
	83.82
	80.29
	74.32
	74.07
	
	
	

	c
	80.07
	
	
	
	
	
	
	
	
	
	

	Kappa Coefficient
	0.76
	
	
	
	
	
	
	
	
	
	


AGR – agriculture; AF – agroforestry; BL – Barren Land; GL – Grassland; PA – Producer’s accuracy; UA – User’s accuracy; OA – Overall Accuracy

S3 Accuracy assessment methodology:

Error matrix 

The error matrix is a table that compares map and reference data class labels. It helps to evaluate the quality of satellite data analysis by comparing it to the ground truth data of the selected reference points (Congalton, 1991).

From the error matrix, several measures of classification accuracy can be calculated as discussed below:

Commission error

In classification, errors of commission occur when a value is predicted to belong to a particular class but it actually does not. These errors are commonly used to calculate the number of false positives. The confusion matrix displays commission errors in the rows, except for the diagonal values (Farhadpour et al. 2024). To calculate commission errors, one needs to check for inaccurate classifications by examining the sites that have been classified wrongly. This is done by adding up the wrong classifications across the rows for each class and then dividing it by the total number of classified sites in that particular category.  

Users accuracy

When it comes to a map, the accuracy which is perceived by a user of the map, not the maker of the map, is called User's Accuracy (UA) (Shao et al. 2019). User's accuracy informs us the class on the map which will be found in reality. The user's accuracy is calculated by dividing the total number of correct classifications for a specific class by the total number of classified points in that class.

Omission error

Omission errors refer to the fraction of values that are part of one class but have been projected to belong to another. In other words, when a region is mistakenly excluded from its genuine class, it results in an omission error. Such errors are used as a measure for false negatives. Omission errors are similar to commission errors and are displayed in columns, excluding the values on the main diagonal. In order to calculate the omission errors, one must first examine the reference sites for incorrect categories. This is done by adding up the wrong classifications for each class and then dividing the total by the number of reference sites for each class. 

Producers’ accuracy

Producer accuracy (PA) is the map's accuracy, as seen by the map maker (the producer). This is the frequency with which genuine features on the ground are correctly depicted on the categorized map or the likelihood that a specific land cover of a region on the ground is classified as such. The formula to calculate producer's accuracy is by dividing the number of correctly classified reference sites by their total number in that class (Radoux and Bogaert, 2017).   

Kappa coefficient 

The Kappa coefficient measures the overall statistical agreement of an error matrix. The Kappa coefficient was determined using the formula given below (Foody, 2020):       
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Where,

‘i’ is the class number,

‘N’ is the total number of classified values compared to truth values,

‘Mii’ is the number of values belonging to the truth class ‘i’ that have also been classified as class ‘i’ (i.e., values found along the diagonal of the confusion matrix),

‘Ci’ is the total number of predicted values belonging to class ‘i’, and

‘Gi’ is the total number of truth value belonging to class ‘i’.

The kappa coefficient can range between -1 and +1. A value of 0 meant that the classification was no better than random. A minus sign implies that the classification is much worse than the random, while a number close to 1 suggests that the classification is much better than chance.

Overall accuracy     

The overall accuracy is a simple measure that indicates— how accurate an entire image is? without indicating the accuracy of individual categories (Maxwell and Warner, 2020). It is usually expressed as a percentage, with 100% accuracy meaning that all reference sites were classified correctly. To determine the overall accuracy, the correctly classified points (diagonal elements) are added and then divided by the total number of reference points.     
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