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1 The CISPO Model

The China Integrated Sustainable Power-system Optimization Model (CISPO) is designed to simulate the

dynamic changes and hourly operations within China’s power systems resulting from novel investments in

power generation, storage, and transmission spanning the target period (e.g., from 2030–2060) within a

given optimization step (e.g., 10 years). Within each planning year interval, CISPO optimizes the least-cost

portfolio, considering input assumptions related to future electric demand, investment costs, technology per-

formance parameters, planning and operating reserves, inertia requirements, and energy availability factors

including installation capacity potential and hourly generation profiles. The technologies incorporated into

the CISPO model encompass variable renewable energies (VREs), including onshore and offshore wind,

utility-scale and distributed solar photovoltaic (PV), concentrating solar power (CSP), hydropower, thermal

power (coal, natural gas, and biomass energy), nuclear power, battery storage, pumped hydro storage (PHS),

and both intra-grid and inter-grid transmission (alternating current (AC) and direct current (DC)). The data

exchange across planning years encompasses the installed and retired capacity of generation. We show the

model framework in Figure S1.

Figure S1: Framework of the CISPO model.

1.1 Regions and grids

In this model, we optimize various parameters at the provincial level, including power balance, electric flow,

energy storage deployment, dispatch route, and unit commitment of thermal and nuclear power, while also

addressing grid safety requirements (inertia and reserve requirements). The model encompasses a total of
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32 provinces, with Inner Mongolia divided into two regions, namely Mengdong and Mengxi, due to their

different grid region connections. Throughout the model formulation section, these provinces are denoted as

the power grid; refer to Table S1 and Figure S2 for an overview of the regional division and their correspond-

ing designations. VREs are optimized at the cell level (0.25°×0.25°, approximately 25×25 km at middle

altitude in this study) for both capacity expansion and power dispatch. Additionally, these for hydropower

are considered at the dam site level.

Table S1: Province names, abbreviations, and corresponding grid region.

Province Abbr. Grid region Province Abbr. Grid region Province Abbr. Grid region

Anhui AH East Hainan HI South Sichuan SC Central
Beijing BJ North Heilongjiang HL Northeast Shandong SD North
Chongqing CQ Central Hunan HN Central Shanghai SH East
Fujian FJ East Jilin JL Northeast Shaanxi SN Northwest
Guangdong GD South Jiangsu JS East Shanxi SX North
Gansu GS Northwest Jiangxi JX Central Tianjin TJ North
Guangxi GX South Liaoning LN Northeast Xinjiang XJ Northwest
Guizhou GZ South Mengdonga MD Northeast Xizang XZ Xizang
Henan HA Central Mengxia MX North Yunnan YN South
Hubei HB Central Ningxia NX Northwest Zhejiang ZJ East
Hebei HE North Qinghai QH Northwest
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Figure S2: Region division in this model.

2 Assessment of wind and solar power

This section assesses the resource availability of onshore and offshore wind, utility-scale and distributed

solar photovoltaic (PV), and concentrating solar power (CSP). The resource assessment of wind and solar

power consists of two main components. First is the hourly generation potential, also referred to as the ca-

pacity factor (CF∈ [0,1]), which represents the ratio between a generator’s available output and its nameplate
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capacity within a one-hour time frame. Second is the estimate of the maximum installation capacity potential

(MW) for each grid cell.

The hourly generation potential of wind and solar power is assessed based on simulation models and me-

teorological conditions, encompassing wind speed, temperature, surface shortwave solar radiation, and direct

short-wave radiation. The maximum installation capacity potential refers to the utmost suitable installation

capacity for a given cell, which is determined by installation density (MW/km2) and suitable development

area (km2). For wind, utility-scale solar PV, and CSP, we estimate the suitable surface land area. For dis-

tributed solar PV power, specifically rooftop solar PV in this study, we consider the suitability of the rooftop

area. We show the assessment procedure in Figure S3.

Figure S3: Assessment process for wind and solar power.

2.1 Assessment of the hourly capacity factor for wind power

The hourly capacity factor of wind power is determined by its power output curve and the wind speed at the

turbine hub height. The power output curve, along with other technical parameters is the key to assessing

the hourly capacity factor for wind power. The National Renewable Energy Laboratory (NREL) provides

technical parameters for various wind turbine models in their wind energy assessment project, including

nameplate capacity, cut-in, and cut-out wind speeds, rated wind speed, turbine hub height, and power output

curve [1]. The hourly capacity factor of onshore and offshore wind power is evaluated using the 2020

ATB NREL Reference 5.5 MW 175 and IEA 15MW 240 RWT turbine models respectively, with the key

parameters presented in Table S2. The power output curve of a wind turbine is a piecewise function based

on the wind speed (vhw, m/s) at the turbine hub height. No power generation occurs when vhw is below the
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cut-in or above the cut-out wind speed. When the wind speed is between the cut-in and rated wind speeds,

the power generation of the turbine exhibits a monotonically increasing behavior to the wind speed. On

reaching or exceeding the rated wind speed but remaining below the cut-out wind speed, power generation

by the turbine operates at its nameplate capacity. We first normalize the power output curve of wind turbines

to assess the hourly capacity factor of wind power. Figure S4 presents normalized power output curves for

various turbine types provided by NREL [1]. Considering that the uncertainty lies solely within the segment

from cut-in to rated wind speed in the power output curve, we employ a third-degree polynomial fitting

method to establish a functional relationship within this range. The results of this fitting process are shown

in Figure S5.

Table S2: Technical parameters of the wind turbine selected by CISPO.

2020ATB NREL Reference 5.5MW 175 IEA 15MW 240 RWT

nameplate capacity (MW) 5.5 15.0
hub height (m) 120.0 150.0
cut-in wind speed (m/s) 3.25 3.00
cut-out wind speed (m/s) 25.0 25.0
rated wind speed (m/s) 10.0 10.6
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2017COE Market Average 2.3MW 113
2018COE Market Average 2.4MW 116
2019COE Market Average 2.6MW 121
2020ATB NREL Reference 4MW 150
2020ATB NREL Reference 5.5MW 175
2020ATB NREL Reference 7MW 200
BAR BAU-LBNL-IEA 3.3MW 156
BAR BAUa 5.0MW 167.4
BAR BAU LowSP 3.25MW 166
BAR HighSP 5.0MW 134.9
BAR LowSP 4.5MW 194
BAR LowSP 6.5MW 234
DOE GE 1.5MW 77

(a) Onshore wind power
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2016CACost NREL Reference 10MW 205
2016CACost NREL Reference 6MW 155
2016CACost NREL Reference 8MW 180
2019ORCost NREL Reference 12MW 222
2019ORCost NREL Reference 15MW 248
2020ATB NREL Reference 12MW 214
2020ATB NREL Reference 15MW 240
2020ATB NREL Reference 18MW 263
DTU 10MW 178 RWT v1
IEA 10MW 198 RWT
IEA 15MW 240 RWT
LEANWIND 8MW 164 RWT
NREL 5MW 126 RWT

(b) Offshore wind power

Figure S4: Normalized power output curve of different wind power models [1].
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(b) Offshore wind power

Figure S5: Illustration of the fitting results of the normalized power output curve for the selected wind
turbine models.

Wind speed at the turbine hub height is a critical input for evaluating the capacity factor of wind power.

We use the original meteorological data from the European Centre for Medium-Range Weather Forecasts

Reanalysis Version 5 (ERA5) dataset, which provides a comprehensive record of global climate and weather

spanning over eight decades with a spatial resolution of 0.25° × 0.25° and hourly temporal resolution [3].

The ERA5 dataset includes wind speed data at 10 m and 100 m heights (U10m, V10m, U100m and V100m,

m/s). As shown in Table S2, the hub heights of the selected turbine models in this study are 120 m and 150

m for onshore and offshore wind, respectively. Therefore, we use the vertical power law profile to estimate

the target height wind speed based on the 10 m and 100 m wind speed data. The wind vertical power law

profile is expressed as:

vhw = v100w × (
zh
z100

)α, (S2-1)

where vhw is the wind speed at height h (m/s), v100w is the wind speed at 100 m height (m/s) which is calculated

using v100w =
√
U2
100 + V 2

100, zh is the target height (120 m for onshore wind and 150 m for offshore wind),

and z100 = 100 m, α is wind shear coefficient which is a parameter varying as a function of the terrain where

wind farms are located. We apply equation S2-1 based on the wind speeds at 10 m and 100 m to estimate the

value of α for each hour at each 0.25° × 0.25° grid cell.

The power output curve of a wind turbine is standardized based on measurements made under conditions

of standard air density (ρhstd=1.225 kg/m3). Therefore, when calculating power output at a given moment

using the power output curve, it is necessary to convert the observed wind speed to the equivalent wind

speed under standard air density. The relationship between wind speed under standard conditions (vhstd) and

measured conditions (vhmeas) is described by the following equation [4]:

vhstd = vhmeas ×
(
ρhmeas

ρhstd

)1/3

, (S2-2)

in this equation, vhstd is the wind speed at height h under standard air density, vhmeas is the measured wind

speed calculated using Equation S2-1, and ρhmeas is the actual air density. However, ERA5 reanalysis data
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does not directly provide observed air density. Instead, air density must be calculated based on other reported

meteorological variables using the ideal gas state equation [4]:

ρhmeas =
phmeas − pvapour

RdryT
+

pvapour
RvapourT

, (S2-3)

where Rdry is the gas constant for dry air (287.1 J/kg·K), Rvapour is the specific gas constant for water vapor

(461.5 J/kg·K), phmeas is the measured atmospheric pressure (Pa) at hub height (h), pvapour is the partial

pressure (Pa) of water vapor at 2 m height, and T is the temperature at hub height (K). The partial pressure

of water vapor (pvapour) can be determined from the relative humidity of the air (%, ϕ) and the temperature

using the Clausius-Clapeyron equation:

pvapour = ϕ× 610.78× exp

(
17.27(t− 273.15)

t− 273.15 + 237.3

)
, (S2-4)

where t is the temperature at 2 m height. We assume that the partial pressure of water vapor at hub height is

equal to that at 2 m [4]. And the air humidity (ϕ) can be calculated according to the dewpoint temperature

(K) at 2 m height from the ERA5 data using the equation [5]:

ϕ = exp

(
17.625× (td − 273.15)

243.04 + (td − 273.15)
− 17.625× (t− 273.15)

243.04 + (t− 273.15)

)
× 100%. (S2-5)

Finally, we calculate the atmospheric pressure (Pa) at hub height (h), denoted as phmeas, using the surface

pressure from ERA5 (Surface pressure, Pa, p0), by:

phmeas = p0 × e
− gh

Rdt , (S2-6)

where e is the base of the natural logarithm, g = 9.81 m/s2 is the gravitational acceleration at the earth’s

surface, t is the temperature at 2 m height, and Rd is a function of the specific humidity of the air (q, kg/m3):

Rd = qRvapour +
Rdry

1 + q
. (S2-7)

After wind speed at the hub height under standard air density is obtained through the previously described

calculations, the hourly capacity factor for wind power generation can be determined for each 0.25° × 0.25°

cell using the normalized power output curve of the wind turbine model. Additional adjustments to the

capacity factor are then made based on the following considerations:

• The capacity factor at each timestep is decreased by 5% due to factors such as wake effects and

electrical losses in wind farms [6, 7].

• The wind turbine ceases operation when the temperature at the hub height drops below -30°C due to

extreme cold, leading to a correction of the capacity factor to 0 [4].

• The wind turbine ceases operation when the wind speed surpasses the cut-out threshold and can only be

reactivated upon meeting specific wind speed criteria. CISPO employs a hysteresis window approach

to address this concern, whereby the wind turbine can only resume operation once the wind speed falls

below or equals 20 m/s for the first time after shutdown. The cut-out threshold of the wind turbine can

be found in Table S2.
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In the CISPO model, the geographical scope considered for offshore wind power is limited to China’s

Exclusive Economic Zone (EEZ) [8]. In Figure S6, we show the annual average capacity factor (
∑
t∈T

cft/|T |)

for both onshore and offshore wind power at each grid cell in 2019.

Figure S6: Cell level annual average capacity factor (0–1) for onshore and offshore wind power in 2019.

2.2 Assessment of the hourly capacity factor for solar photovoltaic power

To quantify the hourly capacity factor of solar PV power at a given grid cell, we implement the fixed tilt

photovoltaic system model [9]. The solar PV power output constitutes a fraction of the nameplate capacity,

which can be derived from meteorological data. Specifically, we use the ERA5 hourly meteorological dataset

[3], which provides measurements of surface downwelling shortwave radiation (SSRD2M, J/m2), surface

temperature (T2m, K), and 10-meter height surface wind speed (U10m and V10m, m/s) at a 0.25°×0.25°

spatial resolution. Based on these inputs, we assess the DC power output to the nameplate capacity fraction

using the following equation [10]:

Pdc

Pdc0
= [1 + γ × (Tcell(t)− Tstd)]×

ssrd(t)

ssrdstd
× ηsys, (S2-8)

where Pdc/Pdc0 is the fraction of the DC output to the nameplate capacity, Tcell(t) is the temperature of the

solar PV module’s cell, Tstd is the PV panel’s cell temperature under standard test conditions (25 °C), γ is the

temperature coefficient of the solar PV cell, which is set as −0.005 °C−1 reflecting the efficiency at different

temperatures, ssrd(t) is the hourly surface downwelling shortwave radiation (W/m2, converting from J/m2)

in the environment, which can be derived from SSRD2M variable in the ERA5 data, ssrdstd is the shortwave

flux on the solar PV panel under standard test conditions, defined as 1,000 W/m2, and ηsys ∈ [0, 1] is the

efficiency of the DC electric system, set as 0.86 [10, 11].

According to previous studies, the ambient temperature (Tcell(t), °C) of solar PV cell can be calculated

using the following equation based on surface downwelling shortwave radiation (ssrd(t), W/m2), ambient
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temperature (T (t), °C), and wind speed (vw(t), m/s) [12, 13]:

Tcell(t) = c1 + c2 × T (t) + c3 × ssrd(t) + c4 × vw(t), (S2-9)

where c1 =4.3 °C, c2 =0.943, c3 =0.028 °C·m2·W−1, c4 = −1.528 °C·s·m−1, T (t) is the hourly ambient

temperature, and vw(t) is the hourly surface wind speed. And then the rearrangement of equations S2-8 and

S2-9 yields:

Pdc

Pdc0
= [α1 × ssrd(t) + α2 × ssrd(t)2 + α3 × ssrd(t)× T (t) + α4 × ssrd(t)× vw]× ηsys, (S2-10)

where α1 = 1.1035 × 10−3, α2 = −1.4 × 10−7, α3 = −4.715 × 10−6, α4 = 7.64 × 10−6, and the

calculated Pdc/P
0
dc is a dimensionless quantity. The AC output of the PV module can be derived according

to PVWatts [11] by:

Pac

Pac0
= min(η × Pdc

Pac0
, 1), (S2-11)

where Pac/Pac0 is the fraction of the AC output to the nameplate capacity, Pac0 = ηnom × Pdc0 is the

nameplate AC capacity, and ηnom = 0.96 is the nominal DC-AC inverter efficiency, and the η is a function

of Pdc/Pdc0 with the inverting performance given by [11] as:

η =
ηnom
ηref

× (−0.0162× ζ − 0.0059

ζ
+ 0.9858), (S2-12)

where ζ = Pdc/Pdc0, and ηref = 0.9637 is reference inverter efficiency. Combining formula S2-10, S2-11,

and S2-12, the fraction of the AC output to the nameplate capacity is:

Pac

Pac0
= min

(
1

ηref
× (−0.0162× ζ2 + 0.9858× ζ − 0.0059), 1

)
. (S2-13)

We consider that utility-scale and distributed solar PV within the same cell share the same capacity factor

value. We show the annual average capacity factor for solar PV in 2019 in each grid cell in Figure S7.

Figure S7: Cell level annual average capacity factor (0–1) for solar photovoltaic power in 2019.
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2.3 Assessment of the hourly capacity factor for concentrating solar power

Concentrating solar power (CSP) technologies leverage the heat of the sun to power a thermoelectric gener-

ation cycle. In this study, the parabolic trough collector (PTC) is used as the representative CSP technology

to assess the available resources. Trough-power plants employ extensive arrays of solar collectors featuring

a reflective parabolic surface to concentrate sunlight onto a receiver pipe (Figure S8). A heat transfer fluid

(HTF), commonly a synthetic oil, circulates through the receiver and is heated by the absorbed solar irra-

diation. This heated fluid is then used to generate high-pressure steam, which drives a conventional steam

turbine generator to produce electricity. The steam exiting the turbine is condensed back into water and

recirculated by feedwater pumps to be converted into high-pressure steam once more.

Figure S8: Simplified schematic of a parabolic trough power plant. Graphic: © NREL/Parthiv and Craig [2]

Different from solar PV power systems, concentrating solar power technologies harness the direct normal

irradiance (DNI) and use the captured thermal energy by transferring it to a heat transfer fluid. To evaluate

the energy generation potential of CSP systems, we employ the surface direct shortwave radiation (dsr) data

from the ERA5 reanalysis dataset. The generation potential per unit area (W/m2) at timestep t, denoted as

Pt, is given by the following expression [14, 15]:

Pt = ηR × (k0 × dsrt − k1 × (Tf − Tai)) (S2-14)

where ηR represents the Rankine cycle efficiency (assumed to be 40%), k0 is 0.762, dsrt is the direct short-

wave radiation (W/m2), k1 is 0.2125 W/(m2°C1), Tf is the temperature of the fluid in the absorber, and Tai

is the ambient temperature. The quantity Pt assessed here corresponds to the technical generation potential

using a PTC system. Based on the installed projects and the projected technology improvements, we set the

maximum generation capacity of the per-area PTC collector at 100 W/m2, denoted as Pi, and estimate the

capacity factor as:

cft = min(
Pt

Pi
, 1). (S2-15)
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This equation constrains the maximum generation of the PTC system to the installed nameplate capacity. We

show the annual average capacity factor of the PTC system at the cell level in Figure S9.

Figure S9: Cell level annual average capacity factor (0–1) for concentrating solar power in 2019.

2.4 Assessment of suitable area for developing wind, utility-scale solar photovoltaic power
and concentrating solar power

We estimate the installation capacity potential of wind and solar power based on the suitable land area

and assumed installation density [16, 17] for each 0.25° × 0.25° grid cell, consistent with the resolution

of the ERA5 meteorological data. To evaluate the suitable land area for developing wind and solar PV

power, we employ the China Land Use/Cover Change Dataset (CNLUCC) for 2020 [18], provided by the

Resource and Environmental Science and Data Center of the Chinese Academy of Sciences (RESDC), which

is represented at the “pixel” level within each grid cell. The CNLUCC land use dataset adopts a two-level

classification system. Level 1 categorizes land into six primary types: cropland, forest land, grassland, inland

water areas, urban and built-up land, and unused land. Level 2 further delineates these into 24 specific land

use types. Definitions for each land use type are provided in Table S5. We initially exclude the pixels

within each grid cell that are situated in nature reserves and biodiversity reserve areas due to environmental

protection reasons [19, 20]. Subsequently, we formulate three scenarios (open, base, and conservative) to

further eliminate the remaining pixels that do not meet natural condition constraints such as steep slopes,

high altitudes, and water depths. Additionally, for offshore wind applications, pixels located within shipping

lanes are also omitted for safety considerations. Following these steps, the suitability factor is devised for the

three scenarios to estimate the suitable area within the remaining pixels based on land use types to represent

different policy requirements. Finally, we aggregate the suitable area of qualified pixels in each grid cell to
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determine the total suitable area for developing wind, utility-scale solar PV power, and concentrating solar

power.

The threshold values1 for the natural conditions are presented in Table S3. For the shipping lanes in these

three scenarios, offshore pixels with shipping density larger than the threshold are excluded. We use the

shipping density data from World Bank [24], which is derived from IMF’s analysis of hourly AIS positions

received between Jan-2015 and Feb-2021, representing the total number of AIS positions reported by ships

in each grid cell at 0.005°×0.005° resolution (approximately a 500 m × 500 m grid cell at the Equator)

[24]. Following the recommendations from the previous study [25], we adopt the historical 90th, 85th, and

80th percentile shipping density to identify the shipping lanes for open, base, and conservative scenarios,

respectively, to filter out the unsuitable pixels. The corresponding absolute values for these percentiles are

about 400, 235, and 104 ships per hour.

Table S3: Threshold values that are unsuitable for developing wind and utility-scale solar PV power, con-
sidering natural conditions. C: Conservative, B: Base, O: Open.

Natural condition Onshore wind Offshore wind Utility-scale solar CSP

C B O C B O C B O C B O
Slope (%) >15 >20 >25 - - - >3 >5 >7 >3 >5 >7
Altitude (m) >3000 - - - - - - - - - - -
Water depth (m) - - - >40 >60 >100 - - - - - -

After excluding pixels that are located in nature reserves or biodiversity conservation regions, and do

not satisfy natural condition constraints or safety requirements for shipping, we estimate the suitable area

of the remaining pixels by designing the suitability factor, which is defined as the ratio of the suitable area

for deployment to the total area of a pixel, for each land use type according to policies and previous studies

[16, 17, 26–28]. Finally, we determine the suitable land area for each grid cell by aggregating suitable areas

of all the pixels within it.

The Chinese government has advocated for the widespread adoption of renewable energy sources, includ-

ing wind, solar PV, and CSP, particularly on underutilized land parcels designated as level 1 ID 6 (unused

land) in the CNLUCC dataset. In 2019, the Ministry of Natural Resources issued a mandate emphasizing

the imperative utilization of unused land for infrastructural development [29]. This directive was further re-

inforced in 2023, when the Ministry reaffirmed its endorsement of repurposing both unused land and extant

construction plots for the advancement of photovoltaic power generation [30]. Because of the land-intensive

nature of utility-scale solar PV and CSP installations, as compared to the smaller footprints of wind turbines,

lower suitability factors are assigned to utility-scale solar PV and CSP (40%) projects than onshore wind

(80%) installations in the unused land type. Since the lands used in the installed CSP projects are primarily

desert and state-owned unused lands [31], the authors have selected only the unused land (level 1 ID 6) for
1Data source: The slope data is from OpenTopography [21], altitude data is from MERIT [22], and water depth data is from

GEBCO [23].
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developing CSP. Additionally, we have constrained the sum of the suitability factors for solar PV and CSP

in the same land use type to be less than 100%.

The Chinese government has implemented strict regulations to protect permanent basic farmland in or-

der to ensure food security. Article 35 of China’s Land Administration Law stipulates that no organization

or individual may occupy or change the use of permanent basic farmland without authorization [32]. Sim-

ilarly, the 2019 Guidelines for Implementing Industrial Land Policies issued by the Ministry of Natural

Resources prohibit the construction of land on cropland and mandate the strict protection of permanent basic

farmland [29]. This directive was further reinforced in the 2023 Notice on Supporting the Development of

Photovoltaic Power Generation Industry, which explicitly states that permanent basic farmland shall not be

occupied for any purpose [30]. Due to the lack of public information regarding the detailed boundaries of per-

manent basic farmland, assumptions must be made based on the CNLUCC data. We consider paddy/irrigated

cropland, which includes land equipped with reliable water sources and irrigation facilities, to be consistent

with the second category of permanent basic farmland. Accordingly, the suitability factors for wind and solar

development on paddy/irrigated cropland are set to 0%. For dry cropland, however, current policies do not

strictly prohibit wind or solar PV development if the land is not classified as permanent basic farmland. A

conservative assumption is made, setting the suitability factor for solar at 5% in the base case, as solar PV

panels require a significant land area. In contrast, wind turbines occupy a much smaller footprint (approx-

imately 0.1% of the total wind farm area), and their impact on farming is limited, leading to a base case

suitability factor of 80% for onshore wind development on dry cropland.

We set corresponding suitability factors based on canopy closure of forested areas and percent cover of

grasslands, respectively [28]. In 2015, the State Forestry Administration issued a notice prohibiting wind

or solar PV development in nature reserves, forest parks (including national parks), habitats of endangered

species, natural forest protection project areas, and state-owned forests in Northeast China and Inner Mon-

golia [19]. In 2019, the State Forestry and Grassland Administration further stipulated strict protection for

ecologically important and fragile forest areas, leading to the exclusion of “closed forest land” (level 2 ID

21 in CNLUCC data) from consideration [20]. Additionally, the Grassland Law of the People’s Republic of

China (Article 38) states that mining and engineering construction should avoid or minimize the occupation

of grasslands, resulting in the exclusion of “high coverage grassland” and “moderate coverage grassland”

(level 2 ID 31 and 32 in CNLUCC data) [33]. For the remaining forest land and grassland types, the suit-

ability factor is set at 80% for onshore wind and 5% and 20% for utility-scale solar PV, respectively.

The suitability factor for inland water bodies is set at 0% for the reason that the Guiding Opinions

on Strengthening the Spatial Regulation and Control of River and Lake Shorelines issued by the Ministry of

Water Resources in 2022 stipulate that solar PV power stations, wind power projects, and other constructions

shall not be built within river channels, lakes or reservoirs [34].

In urban and built-up areas, the suitability factors for onshore wind were set to 0% considering noise

and greater visual impact concerns. For solar PV, a more conservative assumption was made, setting the
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suitability factor at 5% in the base case, as solar PV can potentially be deployed on some industrial, mining,

and transportation land types.

The detailed suitability factor values for each land use type in three scenarios are listed in Table S4. And

the resulting suitable area for developing wind, utility-scale solar power, and concentrating solar power in

each grid cell is shown in Figure S10.

Table S4: Suitability factor of each land use type for determining suitable areas for onshore wind and utility-
scale solar. C: Conservative, B: Base, O: Open.

Level 1 Level 2 Onshore wind (%) Utility-scale solar (%) CSP (%)
C B O C B O C B O

ID Name ID Name - - - - - - - - -
1 Cropland - - - - - - - - - - -
- - 11 Paddy/irrigated cropland 0 0 0 0 0 0 0 0 0
- - 12 Dry cropland 60 80 100 0 5 10 0 0 0
2 Forest land - - - - - - - - - - -
- - 21 Closed forest land 0 0 0 0 0 0 0 0 0
- - 22 Shrubland 60 80 100 0 5 10 0 0 0
- - 23 Open forest land 60 80 100 0 5 10 0 0 0
- - 24 Other forest land 60 80 100 0 5 10 0 0 0
3 Grassland - - - - - - - - - - -
- - 31 High coverage grassland 0 0 0 0 0 0 0 0 0
- - 32 Moderate coverage grassland 0 0 0 0 0 0 0 0 0
- - 33 Low coverage grassland 60 80 100 15 20 25 0 0 0
4 Inland water area - - - - - - - - - - -
- - 41 Rivers and streams 0 0 0 0 0 0 0 0 0
- - 42 Lakes 0 0 0 0 0 0 0 0 0
- - 43 Reservoirs and ponds 0 0 0 0 0 0 0 0 0
- - 44 Permanent ice and snow 0 0 0 0 0 0 0 0 0
- - 45 Tidal flats 0 0 0 0 0 0 0 0 0
- - 46 River/lake shoals 0 0 0 0 0 0 0 0 0
5 Urban and built-up land - - - - - - - - - - -
- - 51 Urban land 0 0 0 0 5 10 0 0 0
- - 52 Rural settlements 0 0 0 0 5 10 0 0 0
- - 53 Other construction land 0 0 0 0 5 10 0 0 0
6 Unused land - - - - - - - - - - -
- - 61 Sandy land 80 90 100 30 40 50 30 40 50
- - 62 Gobi land 80 90 100 30 40 50 30 40 50
- - 63 Saline-alkali land 80 90 100 30 40 50 30 40 50
- - 64 Wetland 80 90 100 30 40 50 30 40 50
- - 65 Bare land 80 90 100 30 40 50 30 40 50
- - 66 Bare rock 80 90 100 30 40 50 30 40 50
- - 67 Other unused land 80 90 100 30 40 50 30 40 50
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(a) wind open (b) wind base

(c) wind conservative (d) utility-scale solar open

(e) utility-scale solar base (f) utility-scale solar conservative

Figure S10: Suitable area (km2) for wind (a, b, and c) and utility-scale solar PV (d, e, and f) in open, base,
and conservative scenarios.
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(a) Open (b) Base

(c) Conservative

Figure S11: Suitable area (km2) for concentrating solar power in open (a), base (b), and conservative (c)
scenarios.

2.5 Assessment of suitable area for developing distributed solar photovoltaic power

Distributed solar photovoltaic (DPV) systems in this study also refer to building-integrated photovoltaic

(BIPV). Different from assessments of suitable land areas for wind and utility-scale solar PV power, estimat-

ing the suitable area for DPV requires first approximating the total rooftop area available in each grid cell.

While previous work has shown that rooftop areas can be accurately determined by integrating remote sens-

ing imagery with deep learning computer vision algorithms [35], obtaining precise rooftop area estimates

within an acceptable timeframe remains challenging. To address this, prior studies [36, 37] have demon-

strated the feasibility of using an XGBoost regression model to predict rooftop area based on built-up area,

population, road length, and night lights in each grid cell. The predictions from this modeling framework, as

illustrated in Figure S12, have shown acceptable errors compared to the rooftop areas recognized using the

CV algorithm [36, 37].
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Figure S12: Framework for rooftop area assessment using XGBoost regression model.

In this framework, we initially divide the global landmass into fishnet cells with a spatial resolution of

0.125°×0.125°, ensuring that each ERA5 grid cell (0.25°×0.25°) encompasses four corresponding fishnet

cells. Subsequently, we collect publicly accessible datasets, including global land cover raster data (with a

resolution of 10 m) from the Environmental Systems Research Institute (ESRI) [38], population distribution

raster data (with a resolution of 100 m) from WorldPop [39], VIIRS global night lights raster data (with a

resolution of 500 m) [40], and vectorized road network and building footprints data from Microsoft AI [41].

For cells in China specifically, vectorized roads and rooftops data are from Open Street Map (OSM) [42]

and another dataset containing rooftop information for 90 cities in China [35] due to the absence in the

Microsoft AI dataset. Based on the fishnet cells and datasets, we use ArcGIS to calculate the built-up area

(BA), population (POP), and average night light (NL) within each fishnet cell. Additionally, we determine

the road length (RL) by measuring the total length of vectorized roads and assess the rooftop area (RA) by

calculating the total area of building footprints within each fishnet cell’s built-up area. Figure S13 shows the

selected portions of built-up areas, roads, and building footprints within Bologna, Italy’s fishnet cells. The

yellow regions with gray borders represent blocks comprising built areas, while red regions and brown lines

denote actual buildings and roads.

Figure S13: Illustration of Roof Vector Data Area.
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We then divide the processed dataset into training and prediction sets based on the rooftop data. For

those fishnet cells with vectorized rooftop data and also located within the built-up area, we use these cells

as training and validation data. The remaining fishnet cells are divided into the prediction set and will

be predicted by the trained regression model. Before training the regression model, we first examine the

correlation coefficient between rooftop area and road length, built-up area, population and night lights, and

the results are consistent with previous studies [36, 37]. We show the correlation coefficients in Figure S14.

The machine learning (ML) model, based on the XGBoost algorithm, utilizes BA, POP, RL, and NL as

independent variables and RA as the dependent variable. It is then trained and tested using data from fishnet

cells that have positive BA and RA values. Before model training, missing values of POP, RL, and NL

are interpolated through iterative multiple regression imputation. After tuning hyperparameters via 10-fold

cross-validation, the ML model achieves an accuracy score (R2 value) of 0.865 on the test data. The rooftop

area (RA) for both the training set cells and all evaluated fishnet cells is shown in Figure S15.

Finally, we adopt the appropriate area for developing distributed solar PV power in each fishnet cell as

0.40, 0.35 [37], and 0.30 in the open, base, and conservative scenarios, respectively. The suitable area within

each ERA5 land grid cell was obtained by aggregating the corresponding fishnet cells and is illustrated in

Figure S16.

Figure S14: Correlation coefficient between rooftop area and road length (A), built-up area (B), population
(C), and night lights (D).
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Figure S15: Rooftop area (km2) of training data (A) fed into XGBoost model, and predicted results (B) by
the trained XGBoost model.
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(a) Open (b) Base

(c) Conservative

Figure S16: Suitable area (km2) for building distributed solar PV in each grid cell in open (a), base (b), and
conservative (c) scenario.

2.6 Assessment of installation capacity potential

The installation capacity potential for wind, solar PV, and CSP can be obtained by multiplying the suitable

installation area (km2) and the installation density (MW/km2), as follows:

Capmax
g = SA×Dg , (S2-16)

where Capmax
g is the installation capacity potential (MW) of power g (wind, solar PV, or CSP), SA is the

suitable installation area (km2) in each grid cell, and Dg is the installation density (MW/km2) of power g.

Wind power The spacing between wind turbines is a key factor in wind farm design, as it impacts both

power production and turbine structural loading. The optimal spacing is primarily determined by the pre-

dominant wind direction and turbine rotor diameter, with previous studies suggesting a spacing of 5–10

rotor diameters between turbines to mitigate wake effects and turbine fatigue [6, 43]. In this study, focusing

on utility-scale turbines with above 1 MW nameplate capacity, we calculate the installation densities using

NREL turbine specifications [1] and the adopted 7×7 rotor diameters spacing [6, 44]. The resulting onshore

wind power installation densities range from 2.40 to 5.50 MW/km2, while offshore densities range from
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4.80 to 6.30 MW/km2, as detailed in Tables S6 and S7. For evaluating wind power potentials, we use ref-

erence installation densities of 4.0 MW/km2 for onshore wind [6] and 5.0 MW/km2 for offshore wind [44],

as defined in Equation S2-16. We show the resulting installation capacity potential (MW) for onshore and

offshore wind in open, base, and conservative scenarios for each cell and province in Figure S17 and Table

S8–S9, respectively. Additionally, the annual power generation potential can be calculated by the installation

capacity potential and the annual average capacity factor.

Table S6: Onshore wind turbine parameters.

Wind turbine model
Rotor diameter
(m)

Nameplate capacity
(MW)

Installation density
(MW/km2)

2020 ATB NREL Reference 5.5 MW 175.0 5.50 3.60
2020 ATB NREL Reference 7 MW 200.0 7.00 3.50
BAR BAU LowSP 3.25 MW 166.0 3.25 2.40
BAR BAUa 5 MW 167.4 5.00 3.60
BAR LBNL-IEA 3.3 MW 156.0 3.30 2.72
BAR HighSP 5 MW 135.0 5.00 5.50
BAR LowSP 4.5 MW 194.0 4.50 2.40
BAR LowSP 6.5 MW 234.0 6.50 2.40
DOE GE 1.5 MW 77.0 1.50 5.00
IEA 3.4 MW Reference 130.0 3.37 4.00

Table S7: Offshore wind turbine parameters.

Wind turbine model
Rotor diameter
(m)

Nameplate capacity
(MW)

Installation density
(MW/km2)

2016CACost NREL Reference 6 MW 155 155.0 6.00 5.00
2016CACost NREL Reference 8 MW 180 180.0 8.00 5.00
2016CACost NREL Reference 10 MW 205 205.0 10.00 4.80
2019ORCost NREL Reference 12 MW 222 222.0 12.00 4.90
2019ORCost NREL Reference 15 MW 248 248.0 15.00 4.90
2020ATB NREL Reference 12 MW 214 214.0 12.00 5.20
2020ATB NREL Reference 15 MW 240 240.0 15.00 5.20
2020ATB NREL Reference 18 MW 263 263.0 18.00 5.20
DTU 10 MW 178 RWT v1 178.0 10.00 6.30
IEA 10 MW 198 RWT 198.0 10.00 5.10
IEA 15 MW 240 RWT 240.0 15.00 5.20
LEANWIND 8 MW 164 RWT 164.0 8.00 6.00
NREL 5 MW 126 RWT 126.0 5.00 6.25
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(a) Open (b) Base

(c) Conservative

Figure S17: Installation capacity potential (MW) for onshore and offshore wind power in each grid cell in
open (a), base (b) and, conservative (c) scenarios.

Table S8: Provincial installation capacity potential (GW) of onshore wind in mainland China.

Province Conservative Base Open Province Conservative Base Open

Anhui 96 135 174 Jilin 205 266 327
Beijing 14 21 27 Liaoning 148 199 248
Chongqing 58 103 148 Mengdong 371 481 589
Fujian 46 88 123 Mengxi 1,201 1,427 1,651
Gansu 650 920 1,124 Ningxia 75 100 123
Guangdong 85 124 158 Qinghai 269 975 1,206
Guangxi 137 244 353 Shaanxi 184 285 392
Guizhou 142 277 395 Shandong 245 329 411
Hainan 32 43 54 Shanghai 1 2 2
Hebei 244 342 434 Shanxi 225 326 416
Heilongjiang 480 619 757 Sichuan 165 343 507
Henan 233 321 407 Tianjin 13 17 21
Hubei 126 208 291 Xinjiang 2,783 3,823 4,528
Hunan 106 166 223 Xizang 0 1,135 1,617
Jiangsu 56 75 93 Yunnan 158 370 594
Jiangxi 88 130 168 Zhejiang 18 31 45

Total 8,654 13,925 17,606
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Table S9: Provincial installation capacity potential (GW) of offshore wind in mainland China.

Province Conservative Base Open Province Conservative Base Open

Fujian 61 89 257 Liaoning 106 144 147
Guangdong 141 266 579 Shandong 162 211 321
Guangxi 23 26 42 Shanghai 22 68 115
Hainan 31 49 105 Tianjin 8 8 8
Hebei 68 69 69 Zhejiang 62 151 505
Jiangsu 311 382 530 Total 995 1,463 2,678

Solar power In this study, we assume a fixed tilt model for the installation of solar PV panels to assess

the capacity potential of utility-scale and distributed solar PV power. Under this assumption, it becomes

imperative to calculate the optimal tilt, orientation, and inter-panel distance in each grid cell. Initially, we

determine the corresponding optimal tilt based on the latitude of each grid cell as below [16]:

Σ = 1.3793 + θ × [1.2011 + θ × (−0.0014404 + θ × 0.000080509)], (S2-17)

where θ is the latitude of the grid cell. In assessing the solar PV resource potential in China (or the Northern

Hemisphere), it is hypothesized that the PV arrays are oriented facing the equator to maximize solar radiation

receipt. Inter-panel spacing can be determined by avoiding shading from adjacent panels. Given that shadows

reach maximum length in the Northern Hemisphere on the winter solstice at 3 PM, the solar altitude and

azimuth at this time are adopted to evaluate the inter-panel distance to preclude potential shading concerns.

The equation for computing separation between adjoining PV panels is [9]:

D = L×
(
cosΣ +

sinΣ

tanβn
× cosϕs

)
, (S2-18)

where D is the distance between adjacent PV panels, L is the length of the PV panel, Σ is the optimal tilt

angle in radians, βn and ϕs are the solar altitude angle and azimuth angle at 3 PM on the winter solstice

in the Northern Hemisphere, respectively. After determining the distance D, we can calculate the packing

factor, which represents the ratio of the area occupied by PV panels to the installation area, as follows:

PF =
L

D
=

1

cosΣ + sinΣ
tanβn

× cosϕs

. (S2-19)

Finally, we assume a unit capacity of 161.9 W/m2 [16] and determine the installation density for solar

power in each grid cell by multiplying it with the packing factor, denoted as Dpv = 161.9 × PF . The

installation density is consistent for utility-scale and distributed solar PV within the same grid cell. We show

the resulting installation capacity potential (MW) for utility-scale and distributed solar PV in each cell and

provincial grid in Figure S18 and Table S10, respectively.
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(a) Open (b) Base

(c) Conservative (d) Open

(e) Base (f) Conservative

Figure S18: Installation capacity potential (MW) for utility-scale (a, b, and c) and distributed solar PV (d,
e, and f) in each grid cell in open, base, and conservative scenario.
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Table S10: Provincial installation capacity potential (GW) of UPV and DPV in mainland China.

Province Utility-scale solar PV Distributed solar PV

Conservative Base Open Conservative Base Open
Anhui 1 224 453 54 63 72
Beijing 0 24 51 12 14 16
Chongqing 0 39 111 25 30 34
Fujian 1 36 94 36 42 48
Gansu 2,583 3,878 5,159 23 26 30
Guangdong 2 189 417 107 125 143
Guangxi 1 182 433 55 64 74
Guizhou 1 29 119 42 49 56
Hainan 2 78 161 9 11 12
Hebei 26 373 754 66 77 88
Heilongjiang 405 884 1,385 16 18 21
Henan 1 442 919 80 93 106
Hubei 9 187 400 52 61 69
Hunan 28 156 340 67 78 90
Jiangsu 2 189 377 79 92 105
Jiangxi 15 140 306 48 56 64
Jilin 178 426 695 14 17 19
Liaoning 18 196 414 29 33 38
Mengdong 421 798 1,231 9 11 12
Mengxi 5,238 7,736 10,180 12 14 16
Ningxia 113 218 339 7 8 9
Qinghai 2,825 4,519 6,241 5 6 7
Shaanxi 118 285 492 26 31 35
Shandong 12 477 967 100 117 134
Shanghai 2 18 35 17 19 22
Shanxi 14 172 411 27 32 37
Sichuan 53 234 524 84 98 112
Tianjin 6 35 64 10 12 14
Xinjiang 13,366 20,383 26,867 17 20 23
Xizang 1,843 3,370 5,208 4 4 5
Yunnan 1 57 182 56 65 74
Zhejiang 1 53 115 56 66 75
Total 27,286 46,027 65,444 1,244 1,452 1,660

For concentrating solar power, we use the packing factor of 0.37 [27] multiplying the maximum gener-

ation capacity of the per-area collector of 100 W/m2 as the installation density, which is 37 MW/m2. We

show the cell-level installation capacity potential of CSP in Figure S19.



(a) Open (b) Base

(c) Conservative

Figure S19: Installation capacity potential (MW) for concentrating solar power in each grid cell in open (a),
base (b), and conservative (c) scenarios.
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Elı́as Hólm, Marta Janisková, Sarah Keeley, Patrick Laloyaux, Philippe Lopez, Cristina Lupu, Gabor

Radnoti, Patricia Rosnay, Iryna Rozum, Freja Vamborg, Sebastien Villaume, and Jean-Noël Thépaut.
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