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TRIPOD+ AI Checklist [1]. 

	Section/Topic            Item    Development
            Checklist item
/ evaluation1
	Reported on page

	TITLE
	

	Title
	1
	D;E
	Identify the study as developing or evaluating the performance of a multivariable prediction model, the target population, and the outcome to be predicted
	1

	ABSTRACT

	Abstract
	2
	D;E
	See TRIPOD+AI for Abstracts checklist
	2

	INTRODUCTION

	Background
	3a
	D;E
	Explain the healthcare context (including whether diagnostic or prognostic) and rationale for developing or evaluating the prediction model, including references to existing models
	3

	
	3b
	D;E
	Describe the target population and the intended purpose of the prediction model in the context of the care pathway, including its intended users (e.g., healthcare professionals, patients, public)
	3

	
	3c
	D;E
	Describe any known health inequalities between sociodemographic groups
	3

	Objectives
	4
	D;E
	Specify the study objectives, including whether the study describes the development or validation of a prediction model (or both)
	4

	METHODS

	Data
	5a
	D;E
	Describe the sources of data separately for the development and evaluation datasets (e.g., randomised trial, cohort, routine care or registry data), the rationale for using these data, and representativeness of the data
	13

	
	5b
	D;E
	Specify the dates of the collected participant data, including start and end of participant accrual; and, if applicable, end of follow-up
	13

	Participants
	6a
	D;E
	Specify key elements of the study setting (e.g., primary care, secondary care, general population)
including the number and location of centres
	13

	
	6b
	D;E
	Describe the eligibility criteria for study participants
	13/ Figure S1/Table S1

	
	6c
	D;E
	Give details of any treatments received, and how they were handled during model development or evaluation, if relevant
	Table S1

	Data preparation
	7
	D;E
	Describe any data pre-processing and quality checking, including whether this was similar across
relevant sociodemographic groups
	15-19

	Outcome
	8a
	D;E
	Clearly define the outcome that is being predicted and the time horizon, including how and when assessed, the rationale for choosing this outcome, and whether the method of outcome assessment is consistent across sociodemographic groups
	18/19

	
	8b
	D;E
	If outcome assessment requires subjective interpretation, describe the qualifications and demographic characteristics of the outcome assessors
	Not applicable

	
	8c
	D;E
	Report any actions to blind assessment of the outcome to be predicted
	5/ 6

	Predictors
	9a
	D
	Describe the choice of initial predictors (e.g., literature, previous models, all available predictors) and any pre-selection of predictors before model building
	Introduction/

15-18

	
	9b
	D;E
	Clearly define all predictors, including how and when they were measured (and any actions to blind assessment of predictors for the outcome and other predictors)
	15-19

	
	9c
	D;E
	If predictor measurement requires subjective interpretation, describe the qualifications and demographic characteristics of the predictor assessors
	Not applicable

	Sample size
	10
	D;E
	Explain how the study size was arrived at (separately for development and evaluation), and justify that the study size was sufficient to answer the research question. Include details of any sample size calculation
	13/ Supplementary Methods 1.1/ Figure S1

	Missing data
	11
	D;E
	Describe how missing data were handled. Provide reasons for omitting any data
	13/ Supplementary Methods
1.1/ Figure S1

	Analytical methods
	12a
	D
	Describe how the data were used (e.g., for development and evaluation of model performance) in the analysis, including whether the data were partitioned, considering any sample size requirements
	18/19

	
	12b
	D
	Depending on the type of model, describe how predictors were handled in the analyses (functional form, rescaling, transformation, or any standardisation).
	18/19

	
	12c
	D
	Specify the type of model, rationale2, all model-building steps, including any hyperparameter tuning, and method for internal validation
	18/19

	
	12d
	D;E
	Describe if and how any heterogeneity in estimates of model parameter values and model performance was handled and quantified across clusters (e.g., hospitals, countries). See TRIPOD-Cluster for

additional considerations3
	18/19

	
	12e
	D;E
	Specify all measures and plots used (and their rationale) to evaluate model performance (e.g., discrimination, calibration, clinical utility) and, if relevant, to compare multiple models
	18/19

	
	12f
	E
	Describe any model updating (e.g., recalibration) arising from the model evaluation, either overall or for particular sociodemographic groups or settings
	18/19

	
	12g
	E
	For model evaluation, describe how the model predictions were calculated (e.g., formula, code, object, application programming interface)
	18/19

	Class imbalance
	13
	D;E
	If class imbalance methods were used, state why and how this was done, and any subsequent methods to
recalibrate the model or the model predictions
	18/19

	Fairness
	14
	D;E
	Describe any approaches that were used to address model fairness and their rationale 
	18/19

	Model output
	15
	D
	Specify the output of the prediction model (e.g., probabilities, classification). Provide details and
rationale for any classification and how the thresholds were identified
	18/19

	Training versus
evaluation
	16
	D;E
	Identify any differences between the development and evaluation data in healthcare setting, eligibility
criteria, outcome, and predictors
	Not applicable

	Ethical approval
	17
	D;E
	Name the institutional research board or ethics committee that approved the study and describe the participant-informed consent or the ethics committee waiver of informed consent
	13

	OPEN SCIENCE

	Funding
	18a
	D;E
	Give the source of funding and the role of the funders for the present study
	22

	Conflicts of interest
	18b
	D;E
	Declare any conflicts of interest and financial disclosures for all authors
	24/25

	Protocol
	18c
	D;E
	Indicate where the study protocol can be accessed or state that a protocol was not prepared
	13/ /Supplementary Methods 1.1

	Registration
	18d
	D;E
	Provide registration information for the study, including register name and registration number, or state that the study was not registered
	22

	Data sharing
	18e
	D;E
	Provide details of the availability of the study data
	22

	Code sharing
	18f
	D;E
	Provide details of the availability of the analytical code4
	22

	PATIENT & PUBLIC INVOLVEMENT

	Patient & Public Involvement
	19
	D;E
	Provide details of any patient and public involvement during the design, conduct, reporting, interpretation, or dissemination of the study or state no involvement.
	Supplementary Methods 1.1

	RESULTS

	Participants
	20a
	D;E
	Describe the flow of participants through the study, including the number of participants with and without the outcome and, if applicable, a summary of the follow-up time. A diagram may be helpful.
	13/ Figure S1

	
	20b
	D;E
	Report the characteristics overall and, where applicable, for each data source or setting, including the key dates, key predictors (including demographics), treatments received, sample size, number of

outcome events, follow-up time, and amount of missing data. A table may be helpful. Report any differences across key demographic groups.
	5-6/ Table 1

	
	20c
	E
	For model evaluation, show a comparison with the development data of the distribution of important predictors (demographics, predictors, and outcome).
	Not applicable

	Model development
	21
	D;E
	Specify the number of participants and outcome events in each analysis (e.g., for model development, hyperparameter tuning, model evaluation)
	13/ Table 1/ Figure S1

	Model specification
	22
	D
	Provide details of the full prediction model (e.g., formula, code, object, application programming interface) to allow predictions in new individuals and to enable third-party evaluation and implementation, including any restrictions to access or re-use (e.g., freely available, proprietary)5
	18/19

	Model performance
	23a
	D;E
	Report model performance estimates with confidence intervals, including for any key subgroups (e.g., sociodemographic). Consider plots to aid presentation.
	Table 2 & 3

	
	23b
	D;E
	If examined, report results of any heterogeneity in model performance across clusters. See TRIPOD Cluster for additional details3.
	Table 1

	Model updating
	24
	E
	Report the results from any model updating, including the updated model and subsequent performance
	Not applicable

	DISCUSSION

	Interpretation
	25
	D;E
	Give an overall interpretation of the main results, including issues of fairness in the context of the objectives and previous studies
	10-12

	Limitations
	26
	D;E
	Discuss any limitations of the study (such as a non-representative sample, sample size, overfitting, missing data) and their effects on any biases, statistical uncertainty, and generalizability
	12

	Usability of the model in the context of current care
	27a
	D
	Describe how poor quality or unavailable input data (e.g., predictor values) should be assessed and handled when implementing the prediction model
	12

	
	27b
	D
	Specify whether users will be required to interact in the handling of the input data or use of the model, and what level of expertise is required of users
	11/12

	
	27c
	D;E
	Discuss any next steps for future research, with a specific view to applicability and generalizability of the model
	11/12


Supplementary Results

Longitudinal functioning trajectories of ROP subgroups 

We estimated the longitudinal models for functioning using the predicted subgroup labels derived from the multimodal classifier and age and sex as covariates. Model diagnostics indicated acceptable residual behavior (normality, homoscedasticity) and no problematic collinearity. We report LMM Type‑III tests, by‑time Tukey contrasts, and estimated marginal means (EMMs), followed by baseline‑adjusted endpoint ANCOVAs at T1 and T2 (each adjusting for T0). We additionally performed sensitivity analyses using the observed PANSS‑derived subgroup labels.
GAF-Social. In the LMM, the main effect of subgroup and time were significant, with no subgroup×time interaction (full Type‑III tests in Supplementary Table S13). At T0, ROP‑MOTCOG showed lower GAF‑S than ROP‑POS and ROP‑AFF (Tukey‑adjusted P<.05), while other T0 contrasts were non‑significant. No pairwise differences survived correction at T1 or T2 (Table S14). Trajectories. EMMs increased from T0 through T2 across all groups, consistent with parallel improvement (Supplementary Figure S5). In T1 and T2 ANCOVAs adjusted for T0 subgroup was not significant, with overlapping adjusted means in a narrow range and no significant Tukey pairs. 
GAF-Disability. The main effect of subgroup and time were significant in the LMM, with no subgroup×time interaction (Supplementary Table S13). At T0, ROP‑MOTCOG scored lower than ROP‑POS and ROP‑AFF (Tukey‑adjusted P<.02); other T0 contrasts were not significant. No adjusted pairwise differences were detected at T1 or T2 (Supplementary Table S15). Mean GAF‑DI increased in every subgroup from T0 to T2 (Supplementary Figure S6). In the T1 and T2 ANCOVAs adjusted for T0, subgroup was non‑significant with adjusted T1 and T2 means closely aligned with overlapping 95% Cis and no Tukey pair reaching significance. 
Observed PANSS-derived subgroups. Repeating the LMMs and baseline‑adjusted endpoint ANCOVAs with the baseline symptom clusters did not yield significant main or interaction effects in either domain (LMM results are provided in Table S16). 
Supplementary Figures

[image: image1.emf]
Figure S1. Chart of participant flow through the analysis pipeline. The chart presents the sample sizes of ROP patients and HC individuals pooled from the PRONIA study sample at each analysis step. 
[image: image2.emf]
Figure S2. Violin Plot of the average Bayesian Information Criteria (BIC) for models with one to five factors at baseline. The average BICs of the one to five factor models during jackknife resampling are depicted (black dot within violin represents the mean). The average BIC of the four-factor model was significantly lower than those of the other models and was, thus, chosen as the best performing model for further analyses. 
[image: image3.emf]
Figure S3. Multigroup radar plot demonstrating distinctive factor loading patterns for each of the four subgroups. The mean factor loadings from each subgroup correspond to motor/cognition (factor 1), positive (factor 2), social withdrawal (factor 3), and affective (factor 4) symptoms. Loadings of subgroup 1 is shown in orange, loadings of subgroup 2 in blue, loadings of subgroup 3 in green, and loadings of subgroup 4 in yellow. 
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Figure S4. Distribution of ICD-10 classification of mental and behavioral disorders by World Health Organization (WHO, [2]) diagnoses across the four recent-onset psychosis (ROP) subgroups. The ICD-10 diagnostic codes are shown on the x-axis, grouped by major psychotic disorder categories, and the y-axis indicates the number of patients per diagnosis. Abbreviations: MOTCOG – Motor/Cognition, POS – Positive, SOCWD – Social Withdrawal, AFF – Affective.
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Figure S5 – GAF‑S trajectories by predicted multimodal subgroup (T0–T2).

Lines show estimated marginal means (EMMs) and 95% CIs from a linear mixed‑effects model with subgroup (ROP‑MOTCOG, ROP‑POS, ROP‑SOCWD, ROP‑AFF) and timepoint (T0, T1, T2) as fixed effects, age and sex as covariates, and participant as a random intercept. The model identified significant main effects of subgroup and time, with no subgroup×time interaction, indicating baseline level differences and parallel improvement across 18 months. Pairwise differences were most pronounced at baseline (lower GAF‑S in ROP‑MOTCOG), and non‑significant at follow‑ups after adjustment. Full tests and EMM grids are provided in Tables S1a–S1c.
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Figure S6 – GAF‑DI trajectories by predicted multimodal subgroup (T0–T2).

⁠Same model specification as S5. The model showed significant subgroup and time effects without a subgroup×time interaction. Baseline (T0) functioning was lowest in ROP‑MOTCOG relative to ROP‑POS and ROP‑AFF, while all subgroups improved from T0 to T2 with no differential slopes. Representative EMMs (mean \[SE]) were: T0—MOTCOG 52.95 (1.66), POS 60.18 (2.02), SOCWD 64.01 (4.97), AFF 67.34 (4.14); T2—MOTCOG 66.36 (1.99), POS 69.65 (2.42), SOCWD 76.79 (5.91), AFF 76.94 (4.88). Full tests and EMM grids are provided in Tables S4a–S4c.
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Figure S7 – GAF‑S trajectories by observed PANSS‑derived subgroups (sensitivity; T0–T2).

EMMs and 95% CIs from the same LMM framework as in S5 and S6, substituting observed PANSS clusters for predicted labels. No significant main or interaction effects were detected. 
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Figure S8 – GAF‑DI trajectories by observed PANSS‑derived subgroups (sensitivity; T0–T2).

As in S7. No significant main or interaction effects were detected. Tables S8a–S8c provide the full results.
Supplementary Tables
Table S1. General and study group specific inclusion and exclusion criteria used in the Personalized Prognostic Tools for Early Psychosis Management (PRONIA) study. Based on Koutsouleris et al., 2021 (4) and Dwyer et al., 2022 (18).

	Study group
	Inclusion Criteria
	Exclusion Criteria

	General
	Age between 15 and 40 years

Sufficient language abilities for participation

Ability to provide consent / assent
	1. IQ below 70

2. Hearing is not sufficient for neuro-cognitive testing

3. Current or past head trauma with loss of consciousness (> 5 min)

4. Current or past known neurological disorder of the brain

5. Current or past known somatic disorder potentially affecting the structure or functioning of the brain

6. Current or past alcohol dependence

7. Current poly-substance dependence or within the past six months

8. Any contra-indication for MRI

	Recent-onset psychosis
	The presence of a psychotic episode as determined by the DSM-IV-TR affective or non-affective psychotic episode category

The psychotic episode was present in the past 3 months.

The onset of psychosis has been within the past 24 months.
	Intake of antipsychotic medication for longer than 90 cumulative days with a daily dose rate at or above the minimum dosage threshold defined by the DGPPN S3 Guidelines for the treatment of first-episode psychosis (19)

	Healthy Controls
	 
	1. Any current or past DSM-IV axis disorder

2. A positive familial history (1st degree relatives) of affective or non-affective psychoses or major affective disorders;

3. Intake of psychotropic medication or drugs more than 5 times/year or in the month before study inclusion.


Table S2. Computation of neurocognitive scores. Following the MATRICS recommendations, six cognitive domain scores and one global cognition score were computed [3], [4]. The table outlines the neuropsychological tests used for the computation.
	Neurocognition score
	Computation

	Social cognition
	Diagnostic Analysis of Non-Verbal Accuracy, Affective Faces trial (DANVA-2-AF; [5])

	Working memory
	Sum of forward and backward trials of the Auditory Digit Span, Forward & Backward trials (ADS-F&B; [6])

	Speed of processing
	Average of Digit Symbol Substitution Test (DSST; [6]) and Trail Making Task, A & B trials (TM-A&B; [7]), and number of correct words in 60 seconds of Verbal Fluency, Phenomic & Semantic trials (VF-P&S; [8]);

	Verbal learning
	Sum of first three trials of Rey Auditory Verbal Learning Test (RAVLT; [9])

	Reasoning
	The raw scores of the matrix subtest of the Wechsler Adult Intelligence Scale, 4th edition (WAIS IV; [6])

	Attention
	Continuous Performance Test, Identical Pairs version (CPT-IP; [10])

	Composite score of global cognition 
	Average of the z-score transformed six cognitive domain scores 


Table S3. Neuroimaging acquisition parameters for the structural MRI data across the different PRONIA sites. Adapted with minimal modifications from [11]. 
	Site
	Scanner Model
	Field

Strength
	Flip

Angle
	Coil

Channels
	Voxel

Size (mm)
	TR

(ms)
	TE

(ms)
	FOV

(mm)
	Number of slices

	Munich
	Philips Ingenia
	3T
	8
	32
	0.97 x 0.97 x 1
	9.5
	5.5
	250 x 250
	190

	Milan

 
	Philips Achieva

Intera
	1.5T
	12
	8
	0.93 x 0.93 x 1
	Short - est

(8.1)
	Short - est

(3.7)
	240 x 240
	170

	Cologne
	Philips Achieva
	3T
	8
	8
	0.97 x 0.97 x 1
	9.5
	5.5
	250 x 250
	190

	Basel
	SIEMENS Verio
	3T
	8
	12
	1 x 1 x 1
	2000
	3.4
	256 x 256
	176

	Birmingham
	Philips Achieva
	3T
	8
	32
	1 x 1 x 1
	8.4
	3.8
	288 x 287
	175

	Turku
	Philips Ingenuity
	3T
	7
	32
	1 x 1 x 1
	8.1
	3.7
	256 x 256
	176

	Udine
	Philips Achieva
	3T
	12
	8
	0.93 x 0.93 x 1
	Short - est

(8.1)
	Short - est

(3.7)
	240 x 240
	170

	Münster
	SIEMENS Prisma fit
	3T
	8
	12
	1 x 1 x 1
	2130
	2.3
	256 x 256
	192


Note. TR – repetition time; TE – echo time; FOV – field of view.
Table S4. Neuroimaging acquisition parameters for the rs-fMRI data across the different PRONIA sites. Adapted with minimal modifications from [12]. 

	Site
	Scanner Model
	Field

Strength
	Flip

Angle
	Coil

Channels
	Voxel

Size (mm)
	TR (ms)
	TE (ms)
	FOV

(mm)
	Number of slices
	Number of volumes
	Slice order

	Munich
	Philips Ingenia
	3T
	90
	32
	2.88 x 2.88 x 3
	3000
	30
	230 x 230
	53
	200
	Ascending

	Milan Niguarda
	Philips Achieva Intera
	1.5T
	90
	8
	3 x 3 x 3
	3000
	32
	240 x 240
	45
	200
	Interleaved

	Cologne
	Philips Achieva
	3T
	90
	8
	2.88 x 2.88 x 3
	3000
	30
	230 x 230
	53
	200
	Ascending

	Basel
	SIEMENS Verio
	3T
	82
	12
	2.98 x 2.98 x 3
	3000
	28
	256 x 256
	34
	200
	Interleaved

	Birmingham
	Philips Achieva
	3T
	85
	32
	3 x 3 x 3
	3000
	34.5
	240 x 240
	52
	200
	Interleaved

	Turku
	Philips Ingenuity
	3T
	90
	32
	3 x 3 x 3
	3000
	30
	240 x 240
	53
	200
	Interleaved

	Udine
	Philips Achieva
	3T
	90
	8
	3 x 3 x 3
	3000
	32
	240 x 240
	45
	200


	Interleaved



	Münster
	SIEMENS Prisma fit
	3T
	90
	20
	3 x 3 x 3
	3000
	26
	256 x 256
	51
	200
	Interleaved




Note. TR – repetition time; TE – echo time; FOV – field of view
Table S5. Polygenic risk scores (PRS) and corresponding GWAS reference studies.
	Polygenic risk score
	GWAS study 

	Major depressive disorder
	[13]

	Schizophrenia
	[14]

	Anxiety
	[15]

	Bipolar disorder
	[16]

	Cross disorder
	[17]

	ADHS 
	[18]

	Autism
	[19]

	Neuroticism
	[20]

	Educational Attainment
	[21]

	Intelligence
	[20]


Table S6. Factor loadings of the four-factor model. Factor loadings of each PANSS item are grouped by factor and sorted by factor loading.
	PANSS item
	F 1
	F 2
	F 3
	F 4

	Factor 1

	Lack of spontaneity & flow (N6)
	0.82
	-0.09
	0.05
	0.00

	Blunted affect (N1)
	0.78
	-0.23
	0.20
	0.02

	Poor rapport (N3)
	0.74
	-0.12
	0.18
	0.05

	Motor retardation (G7)
	0.59
	-0.02
	0.01
	-0.00

	Difficulty in abstract thinking (N5)
	0.55
	0.40
	-0.11
	-0.18

	Mannerisms & posturing (G5)
	0.41
	0.26
	-0.13
	0.03

	Stereotyped thinking (N7)
	0.34
	0.30
	-0.02
	0.13

	Factor 2

	Lack of judgment & insight (G12)
	0.14
	0.52
	0.03
	-0.10

	Unusual thought content (G9)
	-0.01
	0.52
	0.08
	0.00

	Excitement (P4)
	-0.21
	0.51
	-0.14
	0.24

	Delusions (P1)
	-0.11
	0.41
	0.16
	0.01

	Conceptual disorganization (P2)
	0.33
	0.41
	-0.11
	-0.10

	Poor impulse control (G14)
	-0.06
	0.40
	0.14
	-0.02

	Disorientation (G10)
	0.34
	0.37
	-0.18
	0.02

	Hostility (P7)
	0.03
	0.37
	0.06
	0.06

	Grandiosity (P5)
	-0.18
	0.36
	-0.05
	-0.11

	Poor attention (G11)
	0.32
	0.35
	0.01
	0.03

	Uncooperativeness (G8)
	0.13
	0.35
	0.06
	-0.04

	Preoccupation (G15)
	0.08
	0.30
	0.18
	0.13

	Factor 3
	
	
	
	

	Passive/apathetic social withdrawal (N4)
	0.09
	0.02
	0.93
	-0.15

	Active social avoidance (G16)
	-0.04
	0.15
	0.80
	-0.02

	Emotional withdrawal (N2)
	0.50
	-0.18
	0.51
	0.02

	Disturbance of volition (G13)
	0.24
	0.15
	0.29
	0.03

	Hallucinatory behavior (P3)
	0.01
	0.08
	0.14
	0.01

	Factor 4

	Anxiety (G2)
	-0.04
	-0.02
	-0.18
	0.88

	Tension (G4)
	0.02
	0.21
	-0.21
	0.66

	Depression (G6)
	0.08
	-0.25
	0.13
	0.56

	Guilt feelings (G3)
	0.02
	-0.09
	0.04
	0.52

	Somatic concern (G1)
	0.03
	0.14
	0.06
	0.22

	Suspiciousness/persecution (P6)
	-0.04
	0.11
	0.07
	0.19


Table S7. Correlations between factors within the four-factor model.

	
	Factor 2
	Factor 3
	Factor 4

	Factor 1
	0.36
	0.30
	0.28

	Factor 2
	
	0.43
	0.22

	Factor 3
	
	
	0.50


Table S8. Correlations between factor scores within the four-factor model.
	
	Factor 2
	Factor 3
	Factor 4

	Factor 1
	.38
	.40
	.28

	Factor 2
	
	.21
	.31

	Factor 3
	
	
	.52


Table S9. Symptom subgroups shift from baseline (T0) to the 9-month (T1) and to 18-month (T2) follow-up time points. 
	T0
	T1_MOTCOG
	T1_POS
	T1_SOCWD
	T1_AFF
	T2_MOTCOG
	T2_POS
	T2_SOCWD
	T2_AFF

	MOTCOG
	59.26 (32)
	16.67 (9)
	14.81 (8)
	9.26 (5)
	60.87 (14)
	26.09 (6)
	8.70 (2)
	4.35 (1)

	POS
	34.43 (21)
	32.79 (20)
	21.31 (13)
	11.48 (7)
	35.90 (14)
	23.08 (9)
	23.08 (9)
	17.95 (7)

	SOCWD
	30.23 (13)
	13.95 (6)
	27.91 (12)
	27.91 (12)
	30.00 (9)
	20.00 (6)
	30.00 (9)
	20.00 (6)

	AFF
	28.12 (18)
	20.31 (13)
	10.94 (7)
	40.62 (26)
	36.36 (16)
	13.64 (6)
	15.91 (7)
	34.09 (15)


Note. Values are presented as percentage (count). Important: T1 and T2 percentages are calculated from different samples. T1 percentages reflect patients with available T0 and T1 data (N=222), while T2 percentages reflect patients with available T0 and T2 data (N=136), regardless of whether the other follow-up timepoint is available. Therefore, T1 and T2 stability estimates are not directly comparable due to different sample compositions and potential differential dropout. Diagonal values indicate within-subgroup stability (patients remaining in their initial subgroup). MOTCOG = Motor/Cognitive; POS = Positive; SOCWD = Social Withdrawal; AFF = Affective.
Table S10. Symptom dimension stability from baseline (T0) to the 9-month (T1) and 18-month (T2) follow-up time points.

	Factor
	T0 – T1 (N=222)
	T0 – T2 (N=134)
	T1 – T2 (N=134)

	Factor 1 (Motor/Cognition)
	r=0.48 (P<.0001)
	r=0.35 (P<.0001)
	r=0.59 (P<.0001)

	Factor 2 (Positive)
	r=0.29 (P<.0001)
	r=0.18 (P<.05)
	r=0.69 (P<.0001)

	Factor 3 (Social Withdrawal)
	r=0.28 (P<.0001)
	r=0.37 (P<.0001)
	r=0.49 (P<.0001)

	Factor 4 (Affective)
	r=0.35 (P<.0001)
	r=0.26 (P<.01)
	r=0.63 (P<.0001)


Note. Pearson correlations between factor scores at baseline (T0) and follow-up timepoints (T1, T2). Correlations are calculated for patients with data available at both timepoints being compared (N indicated in column headers). High correlations indicate temporal stability of factor score dimensions. P-values: ***P<.0001, **P<.001, *P<.01.

Table S11. Performances of multi-class machine learning models classifying each of the HC and ROP subgroups against the rest of the groups. 

	
	HC vs Rest

	
	Sensitivity, %
	Specificity, %
	Balanced accuracy, %
	PPV, %
	NPV, %
	PSI
	Area under curve

	Structural GMV
	38.8
	74.0
	56.4
	68.8
	45.2
	13.8
	.63

	Slow-5 sub-band (0.01 -0.027 Hz)
	65.1
	66.7
	65.9
	74.1
	56.6
	30.7
	.72

	Slow-4 sub-band (0.027 -0.073 Hz)
	66.3
	64.1
	65.2
	73.0
	56.5
	29.5
	.71

	Functional Connectivity
	71.3
	72.3
	71.8
	79.0
	63.3
	42.3
	.78

	PRS
	47.3
	78.8
	63.1
	76.6
	50.6
	27.1
	.69

	NC
	64.8
	77.9
	71.4
	81.1
	60.2
	41.3
	.74

	Multi-modal
	70.1
	84.8
	77.5
	87.1
	66.0
	53.1
	.86

	
	ROP-MOTCOG vs Rest

	
	Sensitivity, %
	Specificity, %
	Balanced accuracy, %
	PPV, %
	NPV, %
	PSI
	Area under curve

	Structural GMV
	23.2
	79.1
	51.2
	10.8
	90.4
	1.3
	.55

	Slow-5 sub-band (0.01 -0.027 Hz)
	23.2
	85.9
	54.1
	14.4
	91.0
	5.5
	.62

	Slow-4 sub-band (0.027 -0.073 Hz)
	41.1
	89.3
	65.2
	29.5
	93.3
	22.8
	.73

	Functional Connectivity
	33.9
	88.5
	61.2
	24.4
	92.5
	16.8
	.67

	PRS
	19.6
	85.6
	52.6
	12.9
	90.7
	3.6
	.52

	NC
	62.5
	78.2
	70.3
	23.8
	95.0
	18.8
	.72

	Multi-modal
	66.1
	77.0
	71.5
	23.9
	95.4
	19.3
	.77

	
	ROP-POS vs Rest

	
	Sensitivity, %
	Specificity, %
	Balanced accuracy, %
	PPV, %
	NPV, %
	PSI
	Area under curve

	Structural GMV
	25.4
	83.5
	54.5
	15.2
	90.6
	5.8
	.57

	Slow-5 sub-band (0.01 -0.027 Hz)
	22.0
	88.6
	55.3
	18.3
	90.8
	9.1
	.63

	Slow-4 sub-band (0.027 -0.073 Hz)
	6.8
	88.0
	47.4
	6.2
	89.1
	-4.8
	.55

	Functional Connectivity
	15.3
	88.0
	51.6
	12.9
	90.0
	2.8
	.58

	PRS
	44.1
	77.3
	60.7
	18.3
	92.3
	10.6
	.62

	NC
	6.8
	91.0
	48.9
	8.0
	89.4
	-2.6
	.51

	Multi-modal
	22.0
	82.7
	52.4
	12.9
	90.2
	3.0
	.65

	
	ROP-SOCWD vs Rest

	
	Sensitivity, %
	Specificity, %
	Balanced accuracy, %
	PPV, %
	NPV, %
	PSI
	Area under curve

	Structural GMV
	14.0
	86.3
	50.2
	9.0
	91.2
	0.2
	.51

	Slow-5 sub-band (0.01 -0.027 Hz)
	8.0
	90.9
	49.5
	7.8
	91.1
	-1.0
	.52

	Slow-4 sub-band (0.027 -0.073 Hz)
	18.0
	90.0
	54.0
	14.8
	91.9
	6.7
	.53

	Functional Connectivity
	12.0
	89.8
	50.9
	10.2
	91.4
	1.5
	.57

	PRS
	4.0
	88.1
	46.0
	3.1
	90.5
	-6.4
	.47

	NC
	2.0
	93.8
	47.9
	3.0
	90.9
	-6.1
	.51

	Multi-modal
	4.0
	97.1
	50.6
	11.8
	91.3
	3.1
	.55

	
	ROP-AFF vs Rest

	
	Sensitivity, %
	Specificity, %
	Balanced accuracy, %
	PPV, %
	NPV, %
	PSI
	Area under curve

	Structural GMV
	12.1
	85.5
	48.8
	9.9
	88.1
	-2.0
	.50

	Slow-5 sub-band (0.01 -0.027 Hz)
	6.1
	88.9
	47.5
	6.7
	87.8
	-5.5
	.42

	Slow-4 sub-band (0.027 -0.073 Hz)
	10.6
	89.9
	50.2
	12.1
	88.5
	0.5
	.53

	Functional Connectivity
	24.2
	91.8
	58.0
	28.1
	90.2
	18.3
	.61

	PRS
	19.7
	88.9
	54.3
	18.8
	89.4
	8.2
	.52

	NC
	18.2
	88.7
	53.4
	17.4
	89.2
	6.6
	.55

	Multi-modal
	6.1
	96.0
	51.0
	16.7
	88.6
	5.3
	.65


Table S12: Post-hoc correlations between the decision scores of the different uni-modal classifiers across binary one-vs-one models.

	ROP-MOTCOG vs HC

	
	mwp1
	slow-5 fALFF
	slow-4 fALFF
	Functional Connectivity
	PRS
	Neuro-cognition

	mwp1
	—
	—
	—
	—
	—
	—

	slow-5 fALFF
	r=.22*; p<.001
	—
	—
	—
	—
	—

	slow-4 fALFF
	r=.23*; p<.001
	r=.51*; p<.001
	—
	—
	—
	—

	Functional Connectivity
	r=.12*; p=.02
	r=.44*; p<.001 
	r=.49*; p<.001
	—
	—
	—

	PRS
	r=.09; p>.05  
	r=.11*; p=.03
	r=.11*; p=.03
	r=.1*; p=.048
	—
	—

	Neurocognition
	r=.19*; p<.001
	r=.27*; p<.001
	r=.33*; p<.001
	r=.32*; p<.001
	r=.2*; p<.001
	—

	ROP-POS vs HC

	
	mwp1
	slow-5 fALFF
	slow-4 fALFF
	Functional Connectivity
	PRS
	Neuro-cognition

	mwp1
	—
	—
	—
	—
	—
	—

	slow-5 fALFF
	r=.36*; p<.001
	—
	—
	—
	—
	—

	slow-4 fALFF
	r=.35*; p<.001
	r=.48*; p<.001
	—
	—
	—
	—

	Functional Connectivity
	r=.32*; p<.001
	r=.46*; p<.001
	r=.47*; p<.001
	—
	—
	—

	PRS
	r=.03; p>.05
	r=.20*; p<.001
	r=.13*; p=.01
	r=.16*; p=.001
	—
	—

	Neurocognition
	r=.2*; p<.001
	r=.27*; p<.001
	r=.27*; p<.001
	r=.26*; p<.001
	r=.20*; p<.001
	—

	

	
	mwp1
	slow-5 fALFF
	slow-4 fALFF
	Functional Connectivity
	PRS
	Neuro-cognition

	mwp1
	—
	—
	—
	—
	—
	—

	slow-5 fALFF
	r=.34*; p<.001
	—
	—
	—
	—
	—

	slow-4 fALFF
	r=.34*; p<.001
	r=.47*; p<.001
	—
	—
	—
	—

	Functional Connectivity
	r=.23*; p<.001
	r=.42*; p<.001
	r=.36*; p<.001
	—
	—
	—

	PRS
	r=.05; p>.05
	r=.08; p>.05
	r=.03; p>.05
	r=.05; p>.05
	—
	—

	Neurocognition
	r=.13; p=.008
	r=.14; p=.007
	r=.15; p=.003
	r=.12; p=.02
	r=.12; p=.02
	—

	ROP-AFF vs HC

	
	mwp1
	slow-5 fALFF
	slow-4 fALFF
	Functional Connectivity
	PRS
	Neuro-cognition

	mwp1
	—
	—
	—
	—
	—
	—

	slow-5 fALFF
	r=.30*; p<.001
	—
	—
	—
	—
	—

	slow-4 fALFF
	r=.26*; p<.001
	r=.39*; p<.001
	—
	—
	—
	—

	Functional Connectivity
	r=.23*; p<.001
	r=.34*; p<.001
	r=.35*; p<.001
	—
	—
	—

	PRS
	r=.06; p>.05
	r=.10; p=.044
	r=.05; p>.05
	r=.07; p>.05
	—
	—

	Neurocognition
	r=.14; p=.005
	r=.19*; p<.001
	r=.19*; p<.001
	r=.19*; p<.001
	r=.14; p=.004
	—

	ROP-MOTCOG vs ROP-POS

	
	mwp1
	slow-5 fALFF
	slow-4 fALFF
	Functional Connectivity
	PRS
	Neuro-cognition

	mwp1
	—
	—
	—
	—
	—
	—

	slow-5 fALFF
	r=-.08; p>.05
	—
	—
	—
	—
	—

	slow-4 fALFF
	r=-.08; p>.05
	r=.05; p>.05
	—
	—
	—
	—

	Functional Connectivity
	r=.03; p>.05
	r=.11; p>.05
	r=.09; p>.05
	—
	—
	—

	PRS
	r=.09; p>.05
	r=.02; p>.05
	r=-.006; p>.05
	r=-.02; p>.05
	—
	—

	Neurocognition
	r=.09; p>.05
	r=-.02; p>.05
	r=-.04; p>.05
	r=.16; p>.05
	r=.05; p>.05
	—

	ROP-MOTCOG vs ROP-SOCWD

	
	mwp1
	slow-5 fALFF
	slow-4 fALFF
	Functional Connectivity
	PRS
	Neuro-cognition

	mwp1
	—
	—
	—
	—
	—
	—

	slow-5 fALFF
	r=.01; p>.05
	—
	—
	—
	—
	—

	slow-4 fALFF
	r=-.12; p>.05
	r=-.006; p>.05
	—
	—
	—
	—

	Functional Connectivity
	r=.005; p>.05
	r=.17; p>.05
	r=-.10; p>.05
	—
	—
	—

	PRS
	r=.10; p>.05
	r=.009; p>.05
	r=-.10; p>.05
	r=-.10; p>.05
	—
	—

	Neurocognition
	r=-.04; p>.05
	r=.13; p>.05
	r=.15; p>.05
	r=.07; p>.05
	r=.11; p>.05
	—

	ROP-MOTCOG vs ROP-AFF

	
	mwp1
	slow-5 fALFF
	slow-4 fALFF
	Functional Connectivity
	PRS
	Neuro-cognition

	mwp1
	—
	—
	—
	—
	—
	—

	slow-5 fALFF
	r=.02; p>.05
	—
	—
	—
	—
	—

	slow-4 fALFF
	r=.01; p>.05
	r=.003; p>.05
	—
	—
	—
	—

	Functional Connectivity
	r=.03; p>.05
	r=.05; p>.05
	r=.27; p=.003
	—
	—
	—

	PRS
	r=-.06; p>.05
	r=.09; p>.05
	r=-.01; p>.05
	r=-.15; p>.05
	—
	—

	Neurocognition
	r=.02; p>.05
	r=.00; p>.05
	r=.04; p>.05
	r=.21; p=.02
	r=.10; p>.05
	—

	ROP-POS vs ROP-SOCWD

	
	mwp1
	slow-5 fALFF
	slow-4 fALFF
	Functional Connectivity
	PRS
	Neuro-cognition

	mwp1
	—
	—
	—
	—
	—
	—

	slow-5 fALFF
	r=.02; p>.05
	—
	—
	—
	—
	—

	slow-4 fALFF
	r=.03; p>.05
	r=.03; p>.05
	—
	—
	—
	—

	Functional Connectivity
	r=.03; p>.05
	r=.03; p>.05
	r=.17; p>.05
	—
	—
	—

	PRS
	r=-.03; p>.05
	r=.08; p>.05
	r=.04; p>.05
	r=.03; p>.05
	—
	—

	Neurocognition
	r=-.07; p>.05
	r=-.09; p>.05
	r=-.03; p>.05
	r=-.15; p>.05
	r=-.07; p>.05
	—

	

	
	
	slow-5 fALFF
	slow-4 fALFF
	Functional Connectivity
	PRS
	Neuro-cognition

	mwp1
	—
	—
	—
	—
	—
	—

	slow-5 fALFF
	r=.08; p>.05
	—
	—
	—
	—
	—

	slow-4 fALFF
	r=-.03; p>.05
	r=-.05; p>.05
	—
	—
	—
	—

	Functional Connectivity
	r=.16; p>.05
	r=.29*; p=.001
	r=.09; p>.05
	—
	—
	—

	PRS
	r=-.03; p>.05
	r=.08; p>.05
	r=-.008; p>.05
	r=-.03; p>.05
	—
	—

	Neurocognition
	r=-.07; p>.05
	r=-.16; p>.05
	r=.11; p>.05
	r=-.02; p>.05
	r=.04; p>.05
	—

	ROP-SOCWD vs ROP-AFF

	
	mwp1
	slow-5 fALFF
	slow-4 fALFF
	Functional Connectivity
	PRS
	Neuro--cognition

	mwp1
	—
	—
	—
	—
	—
	—

	slow-5 fALFF
	r=-.05; p>.05
	—
	—
	—
	—
	—

	slow-4 fALFF
	r=.07; p>.05
	r=.02; p>.05
	—
	—
	—
	—

	Functional Connectivity
	r=-.03; p>.05
	r=.03; p>.05
	r=.02; p>.05
	—
	—
	—

	PRS
	r=.03; p>.05
	r=.04; p>.05
	r=.15; p>.05
	r=-.15; p>.05
	—
	—

	Neurocognition
	r=-.02; p>.05
	r=-.03; p>.05
	r=-.15; p>.05
	r=-.07; p>.05
	r=.25*; p=.008
	—


Table S13: Predicted GAF-S and GAF-DI subgroup models. LMM Type‑III tests; Tukey by‑time contrasts; EMM grid by time.

	Effect
	Chisq
	Df
	Pr(>Chisq)

	GAF-S (predicted)

	(Intercept)
	97.04
	1
	<0.001

	group
	19.16
	3
	<0.001

	timepoint
	113.45
	2
	<0.001

	AGE_T0_ALL
	0.0006
	1
	0.98

	SEX_ALL
	0.33
	1
	0.57

	group:timepoint
	7.74
	6
	0.26

	GAF-DI (predicted)

	(Intercept)
	115.91
	1
	<0.001

	group
	16.71
	3
	<0.001

	timepoint
	89.62
	2
	<0.001

	AGE_T0_ALL
	0.00002
	1
	1.00

	SEX_ALL
	0.87
	1
	0.35

	group:timepoint
	3.35
	6
	0.76


Table S14: GAF‑S, predicted: Tukey by-time contrasts.
	contrast
	timepoint
	estimate
	SE
	df
	lower.CL
	upper.CL
	t.ratio
	p.value

	(ROP-MOTCOG) - (ROP-POS)
	T0
	-7.8356
	2.765
	421.7
	-14.968
	-0.7035
	-2.83373
	0.024794

	(ROP-MOTCOG) - (ROP-SOCWD)
	T0
	-9.8504
	5.538
	420.8
	-24.135
	4.4345
	-1.77863
	0.285070

	(ROP-MOTCOG) - (ROP-AFF)
	T0
	-17.6976
	4.710
	423.9
	-29.846
	-5.5488
	-3.75730
	0.001119

	(ROP-POS) - (ROP-SOCWD)
	T0
	-2.0148
	5.669
	421.6
	-16.636
	12.6066
	-0.35542
	0.984594

	(ROP-POS) - (ROP-AFF)
	T0
	-9.8620
	4.875
	424.0
	-22.435
	2.7111
	-2.02309
	0.181082

	(ROP-SOCWD) - (ROP-AFF)
	T0
	-7.8472
	6.831
	422.7
	-25.466
	9.7722
	-1.14874
	0.659491

	(ROP-MOTCOG) - (ROP-POS)
	T1
	-2.9408
	3.046
	515.4
	-10.792
	4.9099
	-0.96549
	0.769135

	(ROP-MOTCOG) - (ROP-SOCWD)
	T1
	-9.8454
	6.029
	503.4
	-25.387
	5.6963
	-1.63289
	0.361030

	(ROP-MOTCOG) - (ROP-AFF)
	T1
	-10.4539
	4.947
	472.7
	-23.208
	2.3001
	-2.11324
	0.150339

	(ROP-POS) - (ROP-SOCWD)
	T1
	-6.9045
	6.184
	505.9
	-22.845
	9.0356
	-1.11650
	0.679524

	(ROP-POS) - (ROP-AFF)
	T1
	-7.5131
	5.145
	477.5
	-20.777
	5.7513
	-1.46027
	0.462483

	(ROP-SOCWD) - (ROP-AFF)
	T1
	-0.6086
	7.311
	489.2
	-19.454
	18.2371
	-0.08325
	0.999793

	(ROP-MOTCOG) - (ROP-POS)
	T2
	-1.2538
	3.394
	609.1
	-9.996
	7.4888
	-0.36946
	0.982768

	(ROP-MOTCOG) - (ROP-SOCWD)
	T2
	-8.6003
	6.745
	604.5
	-25.976
	8.7752
	-1.27513
	0.579158

	(ROP-MOTCOG) - (ROP-AFF)
	T2
	-9.9218
	5.699
	605.9
	-24.604
	4.7601
	-1.74094
	0.303384

	(ROP-POS) - (ROP-SOCWD)
	T2
	-7.3465
	6.904
	604.7
	-25.133
	10.4398
	-1.06408
	0.711551

	(ROP-POS) - (ROP-AFF)
	T2
	-8.6680
	5.895
	605.0
	-23.856
	6.5198
	-1.47028
	0.456180

	(ROP-SOCWD) - (ROP-AFF)
	T2
	-1.3215
	8.289
	604.9
	-22.676
	20.0327
	-0.15943
	0.998557


Table S15. GAF‑DI, predicted: Tukey by-time contrasts
	contrast
	timepoint
	estimate
	SE
	df
	lower.CL
	upper.CL
	t.ratio
	p.value

	(ROP-MOTCOG) - (ROP-POS)
	T0
	-7.8356
	2.765
	421.7
	-14.968
	-0.7035
	-2.83373
	0.024794

	(ROP-MOTCOG) - (ROP-SOCWD)
	T0
	-9.8504
	5.538
	420.8
	-24.135
	4.4345
	-1.77863
	0.285070

	(ROP-MOTCOG) - (ROP-AFF)
	T0
	-17.6976
	4.710
	423.9
	-29.846
	-5.5488
	-3.75730
	0.001119

	(ROP-POS) - (ROP-SOCWD)
	T0
	-2.0148
	5.669
	421.6
	-16.636
	12.6066
	-0.35542
	0.984594

	(ROP-POS) - (ROP-AFF)
	T0
	-9.8620
	4.875
	424.0
	-22.435
	2.7111
	-2.02309
	0.181082

	(ROP-SOCWD) - (ROP-AFF)
	T0
	-7.8472
	6.831
	422.7
	-25.466
	9.7722
	-1.14874
	0.659491

	(ROP-MOTCOG) - (ROP-POS)
	T1
	-2.9408
	3.046
	515.4
	-10.792
	4.9099
	-0.96549
	0.769135

	(ROP-MOTCOG) - (ROP-SOCWD)
	T1
	-9.8454
	6.029
	503.4
	-25.387
	5.6963
	-1.63289
	0.361030

	(ROP-MOTCOG) - (ROP-AFF)
	T1
	-10.4539
	4.947
	472.7
	-23.208
	2.3001
	-2.11324
	0.150339

	(ROP-POS) - (ROP-SOCWD)
	T1
	-6.9045
	6.184
	505.9
	-22.845
	9.0356
	-1.11650
	0.679524

	(ROP-POS) - (ROP-AFF)
	T1
	-7.5131
	5.145
	477.5
	-20.777
	5.7513
	-1.46027
	0.462483

	(ROP-SOCWD) - (ROP-AFF)
	T1
	-0.6086
	7.311
	489.2
	-19.454
	18.2371
	-0.08325
	0.999793

	(ROP-MOTCOG) - (ROP-POS)
	T2
	-1.2538
	3.394
	609.1
	-9.996
	7.4888
	-0.36946
	0.982768

	(ROP-MOTCOG) - (ROP-SOCWD)
	T2
	-8.6003
	6.745
	604.5
	-25.976
	8.7752
	-1.27513
	0.579158

	(ROP-MOTCOG) - (ROP-AFF)
	T2
	-9.9218
	5.699
	605.9
	-24.604
	4.7601
	-1.74094
	0.303384

	(ROP-POS) - (ROP-SOCWD)
	T2
	-7.3465
	6.904
	604.7
	-25.133
	10.4398
	-1.06408
	0.711551

	(ROP-POS) - (ROP-AFF)
	T2
	-8.6680
	5.895
	605.0
	-23.856
	6.5198
	-1.47028
	0.456180

	(ROP-SOCWD) - (ROP-AFF)
	T2
	-1.3215
	8.289
	604.9
	-22.676
	20.0327
	-0.15943
	0.998557


Table S16: Factor analysis based GAF-S and GAF-DI subgroup models. LMM Type‑III tests; Tukey by‑time contrasts; EMM grid by time.
	Effect
	Chisq
	Df
	Pr(>Chisq)

	GAF-S (factor analysis)

	(Intercept)
	10.76
	1
	0.001

	group
	1.93
	3
	0.59

	timepoint
	126.93
	2
	<0.001

	AGE_T0_ALL
	0.67
	1
	0.41

	SEX_ALL
	5.22
	2
	0.07

	group:timepoint
	6.73
	6
	0.35

	GAF-DI (factor analysis)

	(Intercept)
	8.99
	1
	0.003

	group
	1.42
	3
	0.70

	timepoint
	104.47
	2
	<0.001

	AGE_T0_ALL
	0.52
	1
	0.47

	SEX_ALL
	5.67
	2
	0.06

	group:timepoint
	5.16
	6
	0.52
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