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1 Notes

1.1 Parameter calibration for peak shape modeling

Due to electronic noise in the detector, characteristic X-ray lines produce Gaussian peaks in
energy-dispersive X-ray spectroscopy (EDS) spectra [1]:

G(E) =
A

σ
√
2π

exp

(
−(E − µ)2

2σ2

)
(S1)

where E is the detector channel energy, A is the total peak area, µ is the characteristic line
energy, and σ is the Gaussian standard deviation defining the peak full width at half maximum
(FWHM, equal to 2.355σ). However, this ideal shape is systematically distorted by incomplete
charge collection (ICC), which leads to peak asymmetry and low-energy tailing [2]. To account
for these effects, various models have been proposed. By fitting high-count spectra (250k
counts) from bulk, polished standards, we find that the skewed Gaussian model by Osán et
al. [3]–excluding the low-energy shelf–best captures the observed peak shapes for line energies
below 1.18 keV:
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(S2)

Here, γ is the skewness parameter, ftail the tail fraction, and erfc(·) is the complementary
error function. For higher-energy lines above the silicon detector absorption edge at 1.84 keV,
tailing diminishes and the peak shape generated by our EDS detector is better described by
convolving a Gaussian with the ICC response function ficc(x) derived by Redus and Huber [2]:

GRedus(E) = G(E)⊛ ficc(E) (S3)

where ⊛ denotes convolution; the function ficc(E) is defined via two parameters: the charge
cloud radius Re and the fraction of X-rays lost at the detector surface Floss [2]. In the inter-
mediate energy range (1.18–1.84 keV), we find that a hybrid model that convolves the skewed
Gaussian with the ICC kernel best describes the peaks:

GT,Redus(E) = GT (E)⊛ ficc(E) (S4)

This composite approach enables accurate peak fitting and reliable peak deconvolution in
multi-element compositions.

To obtain consistent peak modeling, we then calibrated the detector-specific shape parame-
ters, namely γ, ftail, Re, Floss, by fitting the peaks of ten 250k-count spectra of the bulk, polished
EDS standards used throughout this work (see Methods:Quantification of EDS spectra). As
shown in Supplementary Fig. 1, each parameter was modeled as a sigmoid function of line
energy E, defined as:

f(E) = c+
L

1 + exp[−k(E − x0)]
(S5)

where c is the baseline offset, L is the amplitude, x0 is the sigmoid center (inflection point),
k is the slope (steepness) of the transition. The best-fit coefficients for each peak-shape pa-
rameter are reported in Supplementary Tab. 1. These continuous, parametrized forms were
subsequently held fixed during spectral fitting, ensuring a smooth and physically consistent
description of detector ICC effects across the energy range probed in EDS.

2



ca

b d

Supplementary Figure 1: Parameter calibration for peak shape modeling accounting
for ICC. Peak parameters from Eqs. (S2) and (S3), fitted in function of characteristic line
energy E of bulk, polished standards. a, Gaussian skewness parameter γ; b, Skewed Gaussian
tail fraction ftail; c, Radius of charge cloud forming in silicon drift detector (SDD) Re; d,
Fraction of X-rays lost at the detector surface Floss. All parameters were fitted using a sigmoidal
function (Eq. (S5)), with best-fits parameters reported in Supplementary Tab. 1.

Supplementary Table 1: Fitted parameters for sigmoid functions modeling peak shape
parameters as a function of characteristic line energy E.

Parameter c L x0 (keV) k

Skeweness parameter γ 1.00 3.50 0.88 9.63
Tail fraction ftail 0.0094 0.1022 0.926 −11.42
Charge radius Re (nm) 80.67 101.43 1.9051 8.60
Surface loss fraction Floss 0.100 0.1912 1.7586 −40.3

1.2 Comparison of different atomic number averaging schemes

We evaluated the performance of different atomic number averaging schemes for compound ma-
terials, comparing three approaches: the method by Statham et al. [4], the formula proposed by
Markowicz et al. [5], and the mass-fraction-based averaging employed by Lábár and Török [6].
Supplementary Fig. 2 shows PBi,pure values obtained for Kα lines of O, Al, Si, and P from
minerals and commercial precursors (see method described in Extended Data Fig. 5). In the
three columns, the values of PBi,pure were extracted from compounds using the background
expression Bgen from this work–i.e. Eq. (13)–employing the three analyzed formulations of
Z̄. Across all four characteristic lines shown, the root-mean-squared relative error (RMSRE)
of PBi,pure values is lowest when using Z̄Statham, intermediate for Z̄Markowicz, and highest for
the mass-weighted Z̄w. This indicates that Z̄Statham provides a more accurate representation
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of effective atomic number in compound materials for the purposes of background modeling,
as argued in Ref. [4]. Plots for additional characteristic lines showing analogous trends are
available online (see Code and data availability).

1.3 Calibration of P , F and β background model parameters

Parameters from the modified expression of Duncumb’s generated background model–shape
factor P (Z), intensity scaling factor F (Z), and attenuation factor β(Z)–were calibrated using
250k-count spectra from elemental bulk, polished standards acquired at 15 keV. For each stan-
dard, fitted parameters were averaged over approximately 15 spectra, and the resulting means
with standard deviations are shown in Supplementary Fig. 3. Error-weighted least-squares
fitting was performed for parametrization, using inverse squared data uncertainties as weights.

The pure-element spectra were initially fitted with P (Z), F (Z), and β(Z) allowed to vary
freely. Using the extracted parameters, an expression for P (Z) was first determined, as this
factor governs the spectral curvature of the generated continuum (see Extended Data Fig. 2b).
As shown in Supplementary Fig. 3a, P (Z) was best described by a second-order polynomial:

P (Z) = 0.00002041 · Z2 − 0.004076 · Z + 1.252 (S6)

With P (Z) fixed, the spectral fitting process was repeated, and the newly found β(Z) values
were fitted using a composite empirical function combining a sigmoid and a Gaussian term, as
shown in Supplementary Fig. 3b:

β(Z) = 0.0419 +
0.2105

1 + exp (−0.4788 · (Z − 45.9098))
+ 0.2807 exp

(
−(Z − 28.0063)2

2 · 4.65872

)
(S7)

We attribute the non-monotonic trend of β(Z) to the presence/absence and position of low-
energy characteristic X-ray lines across the different elements. Finally, spectral fitting was
repeated with both P (Z) and β(Z) fixed, and the extracted values of intensity factor F were
fitted using a sigmoid function, shown in Supplementary Fig. 3c:

F (Z) = 1− exp

(
−Z + 0.7453

6.1543

)
(S8)

While we did not explicitly evaluate the dependence of these parameters on beam energy
E0, β is expected to vary as E0 changes, reflecting the corresponding shift in the ratio of low- to
high-energy bremsstrahlung. Duncumb et al. [7] describe P as Z-dependent and F as Z- and
E0-dependent, although not providing closed-form expressions for these parameters. On the
other hand, Karamanov et al. [8] report full expressions of P (Z,E0) and F (Z,E0), finding that
P is also dependent on E0. These parametrized forms of P and F could not be applied here,
as they are based on the unmodified Duncumb’s background model without the attenuation
factor β.

For compound materials, F (Z) and P (Z) are evaluated at the Statham average atomic num-
ber Z̄Statham [4], following Eq. (8). In contrast, the strongly element-dependent shape of β(Z)
suggests that its evaluation at the compound average atomic number would be inappropriate.
Instead, a mass-weighted average over elemental β(Zi) values is used:

βcompound =
∑
i

wi · β(Zi) (S9)

This averaging strategy is critical because β is incorporated into the generated background
model (Eq. (9)) and directly affects the Zc correction factor used to quantify elemental mass
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Supplementary Figure 2: Performance of different atomic number averaging schemes
for the purpose of background modeling. Plots of PBi,pure values extracted from miner-
als and commercial precursors (method described in Extended Data Fig. 5) using Z̄ computed
using the formulas proposed by (first column) Statham et al. [4], (second column) Markow-
icz et al. [5], and (third column) Lábár and Török [6]. Each row corresponds to a different
Kα line, namely that of O, Al, Si, P, respectively from top to bottom.
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a b c

Supplementary Figure 3: Calibration of background model parameters. Fits of the shape
(P ), attenuation (β), and intensity scaling (F ) factors in the generated background expression
(Eqs. (7) and (9)), using polished elemental standards. a, Shape factor P ; b, Attenuation
factor β; c, Intensity factor F .

fractions wi (Eq. (12)). To assess the effectiveness of this averaging approach, Supplemen-
tary Fig. 4 compares the values of PBi,pure for selected Kα lines (N, O, Al), computed using
either mass-averaged βcompound (top row) or β(Z̄Statham) (bottom row). A clear reduction in
RMSRE is seen for low-energy lines (e.g., N, O Kα) when using mass-averaged β, whereas for
higher-energy lines (e.g., Al Kα and others not shown), the effect is minimal or slightly adverse.
This is consistent with the stronger influence of the attenuation factor β in the lower-energy
portion of the EDS spectrum, as the background attenuation term E/(E + β) approaches
unity for large E. Overall, the significant accuracy gains at low energies validate the use of a
mass-weighted β averaging scheme for compound materials.

1.4 Derivation of equations for EDS quantification with the P/B
method

Elemental compositions are quantified from EDS spectra by relating the measured X-ray peak
intensities to those obtained from standards of known composition. In a bulk, polished sample,
the mass fraction of element i, denoted wi, is quantified as:

wi =
Ii ·Mc,I

Ii,std ·Mc,I,std

· wi,std (S10)

where Ii and Ii,std are the peak intensities for element i in the sample and standard, respectively;
wi,std is the known elemental mass fraction in the standard; and Mc,I is a factor correcting the
peak intensity to remove matrix composition effects on electron backscattering, stopping power,
X-ray absorption, and fluorescence [9].

By substituting the P/B-corrected intensity I∗ from Eq. (2) (main text) in Eq. (S10), and
expressing peak intensities as P instead of I, we obtain:

wi =
Pi,p

Bi,p

· Bi,b

Pi,std

· Mc,P

Mc,P,std

· wi,std (S11)

To include the experimental P/B values measured from bulk standards, we express Bi,b/Pi,std

as:
Bi,b

Pi,std

=
Bi,std

Pi,std

· Bi,b

Bi,std

(S12)
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Supplementary Figure 4: Effect of β averaging schemes for compound materials. Val-
ues of PBi,pure extracted from minerals and commercial precursors (see Extended Data Fig. 5),
using two different averaging strategies for the attenuation factor β: a–c, mass-weighted aver-
aging across the constituent elements; d–f, direct evaluation at the average atomic number Z̄
computed using the method of Statham et al. [4], reported in Eq. (8).

Combining Eqs. (S11) and (S12), and including background matrix correction factors Mc,B we
obtain:

wi =
Pi,p

Bi,p

· Bi,std

Pi,std

· Bi,b

Bi,std

· Mc,P

Mc,P,std

· Mc,B

Mc,B

· Mc,B,std

Mc,B,std

· wi,std (S13)

which can be rearranged to:

wi =
Pi,p

Bi,p

· Mc,P

Mc,B︸ ︷︷ ︸
particle

· Bi,std

Pi,std

· Mc,B,std

Mc,P,std

· wi,std︸ ︷︷ ︸
standard

· Bi,b

Bi,std

· Mc,B

Mc,B,std︸ ︷︷ ︸
Zc

(S14)

Here, Mc,P and Mc,B depend on composition and X-ray generation depth. Since they refer
to the same sample, composition effects cancel out, and the similar generation depths for
characteristic and continuum X-rays make Mc,P/Mc,B close to unity. Remaining differences are
captured as a second-order correction [6]:

Mc,P

Mc,B

= RcAcFc (S15)

Substituting into Eq.(S14), we recover the formulation of Lábár and Török[6]:

wi =
Pi,p

Bi,p

· (P/B)−1
std ·RcAcFc · Zc (S16)

where (P/B)std is the reference standard P/B value computed as
Pi,std

Bi,std
(RcAcFc)std/wi,std. To

compute Zc, we observe that the term Bi,b ·Mc,B quantifies the background intensity stripped
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of matrix composition effects (Bgen). Hence:

Zc =
Bi,b

Bi,std

· Mc,B

Mc,B,std

=
Bgen(Z̄p)

Bgen(Z̄std)
(S17)

1.5 Comparison of different Zc correction schemes

We evaluate the performance of four different formulations of the correction term Zc, which is
used in the P/B quantification formula in Eq. (11). Supplementary Fig. 5 compares PBi,pure

values for representative characteristic lines (Kα for O, Na, Al, Si, P, Mn, Fe, Cu; Lα for Y;
Mα for Pb), extracted from minerals and commercial precursors listed in Tab. 1 using four
different Zc correction schemes. Results for additional lines are available online (see Code and
data availability). The first three columns replicate the correction methods shown in Extended
Data Fig. 5. This work’s approach (first column), which incorporates stopping power correction
S and Statham’s atomic number averaging [4], consistently yields the lowest RMSRE. Omitting
the stopping power term (second column) significantly increases the RMSRE for all reported
lines. The prior formulation of Zc by Lábár and Török [6, 10] (third column) yields the highest
RMSRE, reflecting its inability to account for composition-dependent variations in generated
continuum intensity between sample and standard. The fourth column evaluates the empirical
generated background model from Castellano et al. [11], implemented with stopping power
correction. This correction consistently underperforms relative to AutoEMXSp’s correction
scheme, suggesting that the modified Duncumb-based formulation proposed here offers a more
accurate representation of the generated continuum.
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Bgen = ƒB * S (This work)
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Supplementary Figure 5: Comparison of different Zc correction schemes. Plots of
PBi,pure for a representative set of lines that include Kα for O, Na, Al, Si, P, Mn, Fe, Cu, Lα

for Y and Mα for Pb, sorted vertically by increasing energy. Values of PBi,pure are extracted
from minerals and commercial powders listed in Tab. 1, following the procedure described in
Extended Data Fig. 5. Columns show three different implementations of Zc: I column, us-
ing AutoEMXSp’s generated background model Bgen with stopping power correction S and
Statham’s atomic number averaging (Z̄Statham, Eq. (8) [4]); II column, omitting S from the
generated background term; III column, following prior formulation of Zc from Lábár and
Török [6, 10], where Bgen is set equal to the background model from Small et al. [12] and Z̄
is mass-weighted (Z̄w). IV column, using Castellano et al. [11] generated background model,
implemented with stopping power correction.
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2 Additional sample characterization

2.1 SEM-EDS compositional map of NaAlSiO4 + LiMn1.5Ni0.5O4

mixture

Na Al Si

NiMn

O5 μm

1.42 μm

940 nm

550 nm

Supplementary Figure 6: SEM-EDS characterization of the sample from Wang et
al. [13], showing sub-micron to micron-scale intermixing of NaAlSiO4 and
LiMn1.5Ni0.5O4. SEM-EDS compositional mapping on a representative particle of approxi-
mately 15 µm× 25 µm, using Kα characteristic lines for all elements except Ni, for which the
Lα line was employed. The compositional map reveals a homogeneous mixture of the two
phases, showing numerous Mn–Ni–O particles (a few hundred nm to a few µm in projected
size) embedded in a Na–Al–Si–O matrix of particles. At this degree of phase intermixing and
with such small crystallite sizes, the X-ray generation volume at 15 kV is rarely confined to a
single-phase crystallite, resulting in mixed-phases compositional measurements by EDS. Com-
positional clusters such as that shown in Fig. 2b, arise as a direct consequence of this effect.
Additional information on this sample is provided in the original publication [13].
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2.2 Manual Rietveld refinement of non-NASICON synthetic mate-
rials used to benchmark the accuracy of AutoEMXSp

a. Bi2Fe4O9

b. Bi25FeO39
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c. CaCo(PO3)4

d. Hf2Sb2Pb4O13
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e. K2TiCr(PO4)3

f. K4MgFe3(PO4)5
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g. KNaTi2(PO5)2

h. LaNbO4
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i. MgCuP2O7

j. MgTi2NiO6
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k. MgTi4(PO4)6

l. MnAgO2
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m. NaCaMgFe(SiO3)4

Supplementary Figure 7: Manual Rietveld refinement of non-NASICON synthetic
materials used to benchmark the accuracy of AutoEMXSp. Panels a–m: Materials
synthesized using the A-lab [14], indicated by a dagger (†) superscript in Tab. 1. Details of the
Rietveld refinements for Bi2Fe4O9, Bi25Fe4O39, and LaNbO4—shown in panels a, b, and h—are
provided in Supplementary Tab. 2. The remaining materials were synthesized by Szymanski et
al. [14]; details of their analysis are reported in the referenced work.

2.3 Manual Rietveld refinement of lab-synthesized NASICON ma-
terials used to benchmark the accuracy of AutoEMXSp

a. NaGe2(PO4)3
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b. NaSn2(PO4)3

c. NaTiSn(PO4)3
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d. NaZrTi(PO4)3

e. Na0.4Zr1.4Ta0.6(PO4)3

Supplementary Figure 8: Manual Rietveld refinement of NASICON synthetic materi-
als used to benchmark the accuracy of AutoEMXSp. Panels a–e: Materials synthesized
using the A-lab, indicated by a double-dagger (‡) superscript in Tab. 1. Phase verification by
X-ray diffraction (XRD) was performed either by comparison against a known reference or, for
more complex compositions, by analyzing the lattice parameter assuming validity of Vegard’s
law between the two end members [15, 16, 17, 18]. Details on the XRD refinement for each
material are listed in Supplementary Tab. 2.
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Supplementary Table 2: XRD Rietveld refinement lattice parameters analysis

Composition Analysis

Bi2Fe4O9 The refined lattice of the phase with Pbam space group (a =
7.979 Å, b = 8.445 Å, and c = 6.006 Å) agrees with reference
ICSD 186440 (a = 7.971 Å, b = 8.439 Å, and c = 6.000 Å).

Bi25FeO39 The refined lattice of the phase with I23 space group (a =
10.190 Å) agree with reference ICSD 257493 (a = 10.191 Å).

LaNbO4 The refined lattice of the phase with C2/c space group (a =
7.346 Å, b = 11.528 Å, and c = 5.206 Å) agree with reference
ICSD 73390 (a = 7.340 Å, b = 11.519 Å, and c = 5.201 Å).

NaGe2(PO4)3 The refined lattice parameters of the phase with R-3c space
group (a = 8.0982 Å and c = 21.5388 Å) agree with reference
(ICSD 164019, a = 8.1092 Å and c = 21.5388 Å). Despite manual
phase search, a set of unidentified peaks are observed near 26.39°,
39.88°, 42.20°, and 49.06°. No impurity was found measuring this
sample with AutoEMXSp, as shown in Supplementary Fig. 10c.

NaSn2(PO4)3 The refined lattice parameters of the phase with R-3c space
group (a = 8.5089 Å and c = 22.5159 Å) agree with reference
(ICSD 72215, a = 8.5132 Å and c = 22.5106 Å).

NaTiSn(PO4)3 The refined lattice parameters of the phase with R-3c space
group (a = 8.5316 Å and c = 22.0723 Å) agree with reference
(ICSD 72201, a = 8.53022 Å and c = 22.10531 Å).

NaZrTi(PO4)3 NaZrTi(PO4)3: The refined lattice parameters of the phase with
R-3c space group (a = 8.6461 Å and c = 22.2965 Å) agree with
the linear interpolation result (a = 8.6420 Å and c = 22.2657 Å)
between the two end-members: NaZr2(PO4)3 (ICSD 193217,
a = 8.7991 Å and c = 22.74096 Å) and NaTi2(PO4)3 (ICSD
114324, a = 8.484822 Å and c = 21.7904 Å).
Rutile TiO2: The phase with rutile lattice (P42/mnm space
group) has lattice parameters (a = 4.5946 Å and c = 2.9625 Å)
that are slightly larger compared to the TiO2 reference (ICSD
62677, a = 4.5926 Å and c = 2.9578 Å), indicating possible par-
tial substitution of the six-coordinated Ti4+ (60.5 pm ionic ra-
dius) site by Zr4+ (72 pm ionic radius) ions.

Na0.4Zr1.4Ta0.6(PO4)3 The refined lattice of the phase with R-3c space group (a =
8.75345 Å and c = 22.7019 Å) exhibits slightly reduced lattice
parameters compared to the reference structure of NaZr2(PO4)3
(ICSD 193217, a = 8.7991 Å and c = 22.74096 Å). This agrees
with the expected decrease of lattice parameters due to the de-
crease in Na content and substitution of the larger VI coordi-
nated Zr4+ ion (72 pm ionic radius) with the smaller Ta5+ ion
(64 pm ionic radius). The absence of a significant impurity fur-
ther supports the compositional accuracy. However, a set of
small unidentified peaks is observed at 21.74°, 27.07°, and 33.04°.
The AutoEMXSp result (Supplementary Fig. 10d) suggests that
a Zr-rich phase might be present.

.
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Composition Analysis

Synthetic mixture
from Fig. 4e, with

target phase:
Na3.238 La0.238 Zr1.117
Ti0.645 (SiO4)2 (PO4)

NASICON phase: The refined lattice parameters of the phase
with C2/c space group (a = 15.7040 Å, b = 9.0905 Å, c =
9.2053 Å, β = 124.2153°, and V = 1086.6859 Å3) are close to the
Na3Zr2(SiO4)2(PO4) reference (ICSD 38096, a = 15.6450 Å, b =
9.0469 Å, c = 9.1796 Å, β = 123.681°, and V = 1081.1712 Å3).
The substitution of the VI-coordinated Zr4+ (72 pm ionic radius)
site by La3+ (103.2 pm ionic radius), followed by insertion of Na+

to charge compensate, will increase the lattice volume. The sub-
stitution of the six-coordinated Zr4+ (72 pm ionic radius) site by
the Ti4+ (60.5 pm ionic radius) ions will result in a decrease of
lattice volume. On the other hand, the substitution of (PO4)

3–

polyanion group with (SiO4)
4– polyanion group, followed by the

insertion of Na+ to charge compensate, will increase the lattice
volume. Since multiple combinations of these substitutions can
contribute to lattice expansion, the observed net increase in unit
cell volume relative to the ICSD reference cannot be uniquely
ascribed to any specific set of substitutions using solely XRD.
Na3La(PO4)2: The refined lattice parameters (Pca21 space
group, a = 14.1088 Å, b = 5.3585 Å, and c = 18.7171 Å) are close
to the reference (ICSD 430499, a = 14.0830 Å, b = 5.3517 Å, and
c = 18.7291 Å).
Rutile TiO2: The phase with rutile lattice (P42/mnm space
group) has lattice parameters (a = 4.6034 Å and c = 2.9684 Å)
that are slightly larger from the reference TiO2 (ICSD 62677,
a = 4.5926 Å and c = 2.9578 Å, indicating possible substitution
of the VI-coordinated Ti4+ (60.5 pm) site by Zr4+ (72 pm) ions.
ZrO2: The phase with ZrO2 lattice (P21/c space group) has lat-
tice parameters (a = 5.1223 Å, b = 5.1789 Å, and c = 5.3305 Å)
that are slightly smaller than the reference ZrO2 (ICSD 41572,
a = 5.1501 Å, b = 5.2077 Å, and 5.3171 Å, indicating possible
substitution of the six-coordinated Zr4+ (72 pm radius) site by
Ti4+ (60.5 pm radius) ions.
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Supplementary Figure 9: Manual XRD Rietveld refinement of the multi-phase syn-
thetic product analyzed in Fig. 4e. The sample was formed by heating a mix of Na2CO3,
La2O3, ZrO2, TiO2, SiO2, and NH4H2PO4 with ratio corresponding to the overall composi-
tion of Na3.238 La0.238 Zr1.117Ti0.645 (SiO4)2 (PO4), using 10% Na excess to compensate for Na
loss during the reaction. The XRD refinement indicates the presence of a NASICON phase
with nominal composition Na3Zr2(SiO4)2(PO4)3; excluding this phase results in a considerably
worse fit (Rwp = 14.89% instead of 5.49%) with no plausible alternative phases to account
for the observed peaks. However, the measured NASICON phase is likely off-stoichiometric,
indicated by a slight enlargement of lattice parameters (Supplementary Tab. 2). Its accurate
composition cannot be determined from lattice parameters alone, given the presence of sig-
nificant impurities and the multiple possible compositions compatible with the observed cell
dimensions. Here, AutoEMXSp provides additional insight, confirming the incorporation of less
than 1 at% Ti and La into the NASICON phase–as reported in Fig. 4e–and off-stoichiometry Si
(11.1±0.7 at% instead of 10 at%) and P (3.5±1.2 at% instead of 5 at%). These measurements
agree with an enlargement of lattice parameter, as detailed in Supplementary Tab. 2.
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3 AutoEMXSp outputs

Supplementary Table 3: Full output compositions of samples described in the main
manuscript. a, Intermixed NaAlSiO4 + LiMn1.5Ni0.5O4 from Fig. 2b. b, K-412 NIST standard
from Fig. 4a. c, NASICON NaZrTi(PO4)3 from Fig. 4d. d, NASICON synthethic mixture from
Fig. 4e.

a. Intermixed NaAlSiO4 + LiMn1.5Ni0.5O4 from Fig. 2b

# pts Si ( at%) Ni ( at%) Al ( at%) Mn ( at%) Na ( at%) O ( at%)

• 42 10.4± 2.5 3.7± 1.7 8.8± 1.9 10.5± 4.7 7.7± 1.9 58.9± 2.1

Ref. CSmix

• NaAlSiO4 + LiMn1.5Ni0.5O4 0.83

b. K-412 NIST standard from Fig. 4a

# pts Fe ( at%) Mg ( at%) Ca ( at%) Al ( at%) Si ( at%) O ( at%)

• 51 3.1± 0.3 10.1± 0.5 5.9± 0.3 4.2± 0.2 16.6± 0.7 60.1± 1.0

• 5 0.1± 0.1 0.6± 0.7 0.3± 0.3 0.5± 0.2 31.9± 1.2 66.6± 2.1

Ref. CScnd

• K-412 NIST std 0.95
• SiO2 0.86

c. NASICON NaZrTi(PO4)3 from Fig. 4d

# pts Na ( at%) Zr ( at%) Ti ( at%) P ( at%) O ( at%)

• 36 5.6± 0.4 5.5± 0.8 5.1± 0.9 16.1± 0.9 67.8± 0.8

• 2 1.8± 0.5 2.1± 1.2 25.5± 3.3 5.5± 1.5 65.1± 0.1

Ref. / Mix CScnd CSmix

• NaZrTi(PO4)3 0.91
• NaZrTi(PO4)3 + TiO2 0.98
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d. NASICON synthethic mixture from Fig. 4e

# pts Na ( at%) La ( at%) Zr ( at%) Ti ( at%) Si ( at%) P ( at%)

• 8 21.2± 2.1 7.0± 0.4 0.1± 0.1 – 0.5± 0.4 14.9± 1.2

• 7 1.0± 0.7 – 1.4± 0.5 31.3± 2.2 0.3± 0.2 0.4± 0.4

• 14 15.2± 1.4 0.4± 0.7 8.3± 0.7 0.9± 0.9 11.1± 0.7 3.5± 1.2

• 7 4.9± 2.6 0.6± 1.4 17.2± 5.7 2.6± 2.8 3.6± 3.2 0.4± 0.9

• 3 10.6± 2.9 7.4± 4.2 3.7± 3.6 16.2± 4.4 0.5± 0.3 2.9± 4.5

O ( at%) Ref. / Mix CScnd CSmix

• 56.4± 1.5 Na3La(PO4) 0.94
• 65.6± 1.9 TiO2 0.63
• 60.7± 2.2 Na3Zr2(SiO4)2(PO4) 0.64
• 70.8± 3.1 ZrO2 + Na3Zr2(SiO4)2(PO4) 0.31
• 58.8± 3.5 TiO2 + Na3La(PO4)2 0.43

a. Bi2Fe4O9
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Bi2Fe4O9

# pts Bi ( at%) Fe ( at%) O ( at%) Ref. (CScnd)

• 51 13.5± 0.8 27.0± 1.1 59.6± 1.5 Bi2Fe4O9 (0.98)
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b. NaCaMgFe(SiO3)4
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NaCaMgFe(SiO3)4

CaSiO3

# pts Ca ( at%) Na ( at%) Mg ( at%) Fe ( at%) Si ( at%) O ( at%)

• 54 5.6 ± 0.7 4.9 ± 0.7 4.9 ± 0.9 5.3 ± 1.1 18.8 ± 0.9 60.5 ± 1.3

• 3 14.1 ± 3.1 2.3 ± 0.6 1.6 ± 0.7 1.7 ± 1.6 19.1 ± 0.4 61.3 ± 0.8

Ref. (CS)

• NaCaMgFe(SiO3)4 (0.88)

• NaCaMgFe(SiO3)4 + CaSiO3 (0.98)

c. NASICON NaGe2(PO4)3

0

10

20 Na (at%)

10

20

30
Ge (at%)

60

70

80

O
 (at%

)
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# pts Na ( at%) Ge ( at%) P ( at%) O ( at%) Ref. (CScnd)

• 36 5.8 ± 0.5 10.9 ± 0.9 16.8 ± 0.7 66.5 ± 1.1 NaGe2(PO4)3 (0.99)
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d. NASICON Na0.4Zr1.4Ta0.6(PO4)3
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# pts Na ( at%) Zr ( at%) Ta ( at%) P ( at%) O ( at%)

• 5 2.4 ± 0.7 8.8 ± 1.8 2.7 ± 1.1 16.9 ± 2.4 69.3 ± 1.6

• 1 2.6 16.7 0.9 7.3 72.4

Ref. (CScnd)

• Na0.4Zr1.4Ta0.6(PO4)3 (0.92)
• –

e. Alamosite mineral (PbSiO3)
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PbSiO3

# pts Pb ( at%) Si ( at%) O ( at%) Ref. (CScnd)

• 46 20.2 ± 1.4 19.9 ± 1.1 59.9 ± 2.4 PbSiO3 (1.00)

• 2 13.20 ± 3.2 24.80 ± 0.8 62.00 ± 2.4 –
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f. Labradorite mineral ((Ca0.65Na0.34)(Al1.66Si2.33)O8)
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(Ca0.65Na0.34)(Al1.66Si2.33)O8

# pts Na ( at%) Al ( at%) Ca ( at%) Si ( at%) O ( at%)

• 26 2.6 ± 0.1 12.9 ± 0.6 5.0 ± 0.3 17.2 ± 0.8 62.2 ± 1.6

Ref. (CScnd)

• (Ca0.65Na0.34)(Al1.66Si2.33)O8 (0.95)

g. Ba3(PO4)2 commercial powder
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# pts Ba ( at%) P ( at%) O ( at%) Ref. (CScnd)

• 57 23.0 ± 0.9 14.8 ± 0.7 62.2 ± 1.5 Ba3(PO4)2 (0.96)
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h. PbO commercial powder
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Using AutoEMXSp background model fB, from
Eq. (9).
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Using uncorrected Duncumb’s model
fB,Duncumb [7], reported in Eq. (7).

# pts Pb ( at%) O ( at%) Ref. (CScnd)

• 87 49.8 ± 5.3 50.2 ± 5.3 PbO (1.00)

• 78 47.7 ± 5.3 52.3 ± 5.3 PbO (0.80)

Supplementary Figure 10: Selection of AutoEMXSp characterization outputs for
single-phase samples from Tab. 1 analyzed in Fig. 3. a, A-lab synthesized Bi2Fe4O9. b,
A-lab synthesized NaCaMgFe(SiO3)4, containing trace CaSiO3 impurity. c, A-lab synthesized
NASICON NaGe2(PO4)3. d, A-lab synthesized NASICON Na0.4Zr1.4Ta0.6(PO4)3. e, Alamosite
(PbSiO3) mineral. f, Labradorite ((Ca0.65Na0.34)(Al1.66Si2.33)O8) mineral. g, Ba3(PO4)2 com-
mercial powder h, PbO commercial powder, also showing the results obtained if Duncumb’s
background model (Eq. (7)) were applied without the correction introduced in this work–i.e.,
Eq. (9).
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