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Extended Data Figures
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Fig. 1 Collection of radargrams from Northern Greenland with highlighted traces containing debris
trains (blue) and meteoric layering (red). The power difference between those traces (blue minus red)
is presented in the column on the right.
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Fig. 2 A plot of expected reflection power for debris trains comprised of spherical particles (left)
and for a dielectric plate of the same debris material (right), relative to typical isochronous layering.
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Fig. 3 A radar image from Northern Greenland with co-located bed reflection power, showing appar-
ent power losses below only the debris rich portion of the englacial structure.



Data 2011050602 007 i.  Montagnat et al., (2014) show abrupt
s transitions in fabric in deformed basal

ice. This corresponds with weak incoherent
e scattering.

-100 Type 1: Fabric Scattering (weak, diffuse in
range, narrow backscattering angles).

10
Type 2: Debris Scattering (strong, narrow
horizon, wide backscattering angles).

120

Two Way Travel Time (s)

Specular layering exhibits
significant power loss where
slopes are high. Apparent
scattering at high slope below
these weak scattering zones
must arise from something
other than conventional acidity
controlled layering, indicating
a change in the physical
properties of the ice.

Any layer that turns toward
vertical (or beyond) must be a
product of volume scattering,
rather than interface
scattering. Any features
annotated with vertical lines
should be treated as volume
scatterers rather than interface

Two Way Travel Time (s)

scatterers.

W
Distance (km)

Across Track Image Along Track Image AcrossTrack Image

AlongTrack Image

o ey Travel Time.

w
0 % 20 5 2 0 & 75 50 -25 00 25 50

75 =0 5 6o 25 50 % %0 2 o 2 4 &

Fig. 4 Radar imagery capturing the different scattering behavior described in this manuscript, with
information from three individual traces (A, B, C) highlighting categorical differences in scattering
phenomena. The top panel includes a radar image spanning the NEEM ice core, where direct mea-
surements of subsurface material properties show that incoherent scattering is generated at fabric
transitions. The middle panel emphasizes a qualitative change in the nature of scattering with depth,
where specular meteoric layers are lost where they dip steeply, but incoherent scattering persists at
depth, enabling imaging of very steeply bounded structures.
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Fig. 5 Map showing modeled ice coverage during MIS 5e [1-7].

We have also assembled a set of animations that aided us in radar interpretation,
highlighting the relationships between along- and across-track scattering directions,
as well as power variation in the ice bottom reflector.

¢ Extended Data Figure 6: Example Along and Across Track Direction of Arrival
Animation

® Extended Data Figure 7: Nadir to off-nadir profile comparison

¢ Extended Data Figure 8: Along and Across Track Direction of Arrival Animations

¢ Extended Data Figure Collection: Scattering Direction and Amplitude Information
for All Measured Debris Trains
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1 Supplementary Discussion 1: Interpreting
conventional and swath radar data jointly

In this paper, we infer three different types of scattering, differentiated by backscatter-
ing amplitude and direction of arrival information. The scattering types we identified
are: specular scattering from meteoric layering, weak incoherent scattering from a nar-
row angular range (type 1), and strong incoherent scattering measured across a wide
angular range (type 2).

Measured backscattering amplitude is a product of both scatterer properties and
path effects. For debris trains, we attempt to isolate scatterer properties by comparing
their signal character to targets at similar depth within the ice sheet, assuming path
effects (ohmic and scattering losses) do not vary substantially in the shallow ice (an
assumption we re-evaluate for deeper targets). From amplitude alone, debris trains
are distinct, with reflection powers up to 30 dB higher than meteoric layering at
comparable depths (Extended Data Fig. 1).

This difference must be explained by dielectric or geometric differences in the
nature of the scattering targets. Here, we calculate the non-dimensional backscattering
cross-sections for specular meteoric layering and for volumetric scattering from debris
rich layers to evaluate whether or not 30 dB can be explained by entrained debris. We
start with the following simplified form of the radar equation:
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Because the source properties described by S (transmit power, antenna gain,
receiver aperture size) do not change along a radar profile and we are comparing tar-
gets at equal range (24 + Zice) and depth (z;e), observed power variability must
arise from changes in the radar cross section (Aoy) or the attenuation rate («). If we
assume that attenuation rates in the top half of the ice column are small and rela-
tively homogeneous (typical for cold ice), the extra backscattered energy from debris
trains (304 dB) must be explained by differences in the radar cross section of the
targets. For specular, dielectric planes with power reflection coefficient, R, the radar
cross section is defined as:

P e—2(xz,yce (1)
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For most radar systems, the illumination area (A) is not beam limited, instead
defined by the first Fresnel zone of the system:

TA z;
A=— air =
1 <z + \/a> (3)

This produces a total radar cross section with the following form:
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2
2
Aoy = Rr® <z¢m + E) (4)

Mie scattering theory gives us a framework for calculating the non-dimensional
radar-cross section for volumetric scattering layers [8]. Here, we use “miepython” [9]



to calculate the back scattering efficiencies (Qpack ) for debris of different sizes (defined
by particle radius ). This can then be used to find the integrated radar cross section
using an assumed particle number-density (N, generated from an assumed volume
fraction, p). Defining the illuminated area to the first fresnel zone and assuming some
layer thickness (z;), we can produce the total radar cross section for Mie scattering
from debris:
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In extended data figure 2, we present the expected backscattered energy from a
debris rich layer as a function of debris particle radius and debris volume fraction
(assuming a dielectric permittivity of debris equal to 6). Values represent the power
anomaly, relative to scattering from isochrons (defined by a dielectric permittivity that
is 0.02 higher than background) at comparable depths. In addition to scattering from a
debris rich layer comprised of spherical particles, we calculate the expected scattering
anomaly associated with a dielectric plate consisting entirely of debris material (which
can be thought of as the high end-member value for scattering from subglacial material
entrained in ice).

For the debris rich layer, smaller particle size and high concentrations promote ele-
vated backscattering, with the highest values found for debris at the centimeter scale.
But no combination of debris size and concentration can reproduce the 30 dB signal
we observe in the radar data. This is likely due to a limitation in our approach: our
radar cross section does not include contributions from multiple scattering, which will
increase the total backscattered energy. The observed value does fall below the dielec-
tric plate end-member, indicating the measured signal is consistent with mixture of
ice and rock. Future radiative transfer modeling capable of capturing multiple scat-
tering from the debris rich layer would present a major advance in our understanding
of complex scattering sources in ice sheets.

This analysis raises the question: could all diffuse scattering arise from debris, even
the weak (and narrow angle) type 1 scattering we identified. Previous studies show
that fabric is capable of generating incoherent scattering as well. Weak incoherent
scattering was identified in Northern Greenland, corresponding with abrupt changes
in fabric in the NEEM ice core ([10], and Extended Data Fig. 5.1). There also appear
to be deep isochrons in the deep ice that scatter at a range of angles (and can be
seen even in steeply dipping areas), where we know subglacial debris is unlikely. For
those layers, we believe deposition impurities localize fabric development, and drive
fabric transitions that explain the cone of scattering at amplitudes comparable to
other isochronous layering. This phenomenon is also seen immediately above debris



In addition to the nature of the scattering from within the structures, another
indication for debris is the reduced backscattering by the ice sheet bed below debris
trains in many places. Extended data figure 3 provides one example of normalized bed
echo power from beneath an observed structure. Three interpretations of the apparent
diminution of reflection power are possible: (1) that there is a significant change in
the character of the bed itself that leads to lower reflectivity, (2) that the ice within
the structure is warm or rich in proton defects that drive ohmic losses [11], or (3)
that significant dielectric contrasts within the ice drive scattering losses along the
path [12]. For typical substrate materials, that observed power change would require a
uniformly wet bed in all places surrounding these structures and frozen till or bedrock
only underneath them [13], which is inconsistent with the expected modern thermal
structure of the ice sheet. In addition, power losses are more local to areas with high
englacial scattering rather than extended beneath the full volume of deformed basal
ice. Power losses also show no clear intensification with basal ice thickness (expected
for ohmic losses). Thus, we argue this phenomenon arises from extinction by Mie
scattering off englacial debris, and the data do not show elevated ice temperature
within these structures.

2 The effect of fluidity errors on model performance

Ice flow is accommodated by two mechanisms: sliding and deformation. As imple-
mented in ice sheet models, both processes are commonly represented by a power law,
describing how a given stress (1) is translated into motion observed at the surface (u,)
given a power-law exponent (m or n) and a prefactor, the basal sliding coefficient (C')

or the ice fluidity (A).
h
T\™ n
Uy = (6> +/0 A" dz (8)

Although the precise values of m and n are still debated, we assume those are
fixed, then, model initialization requires assigning values for A and C that reproduce
observed surface velocities. But with a single constraint, they cannot be uniquely
determined. As a result, A is often assumed and C' is solved for by inversion, minimizing
errors between modeled and observed surface velocities. Errors in the assumed value
of A will produce errors in the inversion for C, and together will then change the
responsiveness of model ice sheets to future changes in stress. Here, we investigate
how systematic errors in A might affect model projections.

Consider the case where an initialized model underestimates the fluidity of deep
ice. To correct the model such that it reflects the reality of the system, one would need
to increase fluidity from A to A+ AA.. In this case, the original model must also have
been underestimating the value of C. Thus, with the addition of AA, there must also
be an addition of AC, in order to reproduce the same initial velocity:
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If we assume a depth-independent value for A (i.e., A), we can reframe equation 9

in terms of a new set of constants, 7. = C~™ and v, = A, such that:

o = 7™+ a e = (e AT + (0 + ) (10)
o = VT a1 — c c)T a a
Y Y nt1 Y v Y Y ntl
Ay
—An ™ = ] (11)
A,yaTn—&-l—m
A= 12)

With this definition, we can explore how these error terms (AA. and AC., or
alternatively, Ay, and A~vc) modify the velocity response to changes in stress.

Consider applying a small stress perturbation 67 to a system with constant C
and A. We can then obtain the following relationships for sliding-accommodated flow,
deformation, and both together:
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In the limit that 7 >> 7, we can pull out a factor of 77" and 7" from the sliding and
deformation velocity components, respectively and use the binomial approximation to
simplify the expressions. Dropping higher order terms in 07 we obtain the following
form relating du, and o7.
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Following the same simplification used in equation 10, we can reduce the stress
derivative to the following:
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We refer to the left-hand side of this equation (‘?‘T") as the ”stress-response” of a given
model; that is, how stress evolution will lead to speed change. We can use this function
to explore how errors in fluidity result in errors in the stress-response of the system:

ou, B ou, ou,
0T error N ot reality 0T model
O, _ _
5 =m(Ye + Av)T™ 4 (Yo + Ava)T" — (MAe™ 1 F ™)
error
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This reveals an important phenomenon: the effect of errors in viscosity will depend
on the exponent used for the viscous flow and sliding power laws, with a qualitative
change in system dynamics at n = m+1 (with typically values for n being 3-4). To
better understand why this behavior emerges, we can consider four scenarios:

® True ice fluidity is less than the model assumed fluidity, and the model uses a linear
viscous sliding law (AA and A~, are < 0, m < n + 1): the model will be more
responsive to stress changes than the true system (‘?T" error < 0).

® True ice fluidity is less than the model assumed fluidity, and the model uses a
nearly-plastic sliding law (AA and A~, are < 0, m > n+ 1): the model will be less
responsive to stress changes than the true system (‘?T" error > 0).

® True ice fluidity is greater than the model assumed fluidity, and the model uses a
linear viscous sliding law (AA and A, are > 0, m < n+ 1): the model will be less
responsive to stress changes than the true system (‘?T" error > 0).

® True ice fluidity is greater than the model assumed fluidity, and the model uses a
nearly-plastic sliding law (AA and A~, are > 0, m > n+1): the model will be more

responsive to stress changes than the true system (‘?T" error < 0).

The net effect ultimately depends on the nature of the model error (was the ice
too strong and the bed too weak, or the ice too weak and the bed too strong) and
which physical law is more responsive to changes in stress. If the model error is such
that the ice is too weak and ice deformation is more responsive to stress changes than
sliding is, then the model will be more responsive to stress changes than the real ice
sheet. If the model error is such that the ice is too strong and ice deformation is
more responsive to stress changes than sliding, than the model will be less responsive
to stress changes than the real ice sheet. This leads to a somewhat counterintuitive
results in circumstances with a nearly-plastic sliding law: models that do not include
high fluidity anomalies in the deep ice, which we infer in this study, will be more
responsive to stress changes than the true ice sheet.
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