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Supplemental Methods

Large Language Models Implementation
The Hugging Face transformers library in Python 3.11 was used for model inference and evaluation [1]. A standardized pipeline was implemented to ensure consistency across the evaluated models. Specific configuration parameters included a temperature of 0.1, and a maximum of 800 new tokens.  All other generation settings used default Hugging Face values.
Prompt Structure
Each prompt typically consisted of two components: the system and the user roles. The system content included initial context, task instructions, and the specific JSON format to generate the answer. The user content included the MCQ with the corresponding answer options. Depending on the prompting paradigm, the prompt could contain additional elements, namely, the few-shot examples and the retrieved context. However, for models without native support for the system role (e.g., Gemma-2), the system content was prepended to the user content to maintain semantic structure.
Few-Shot Examples Generation
Each example includes a question, answer options, the correct answer, and a brief explanation or step-by-step reasoning generated by GPT-4. In this regard, GPT-4 was specifically prompted to generate explanations to support clinical training given a question, choices, and correct answer. All completions were reviewed by the team of pediatric specialists to ensure correctness and clinical accuracy
Retrieval Augmented Generation Pipeline
First, each article of data is broken down into chunks to ensure that only the relevant information is fed to the final RAG system as opposed to the entire article. Next, the chunks are transformed into multi-dimensional vectors using a pretrained word embedding model. These resulting vector embeddings are stored in a vector database, which can be thought of as a lookup table for future input queries. When a user provides a prompt query to the LLM, the query is converted into a vector using the same pretrained embedding model. This vector is compared to the vectors within the vector database using a similarity metric (cosine distance, dot product, Euclidean distance, etc.). The vectors with the highest similarity to the query vector are retrieved and added to the original prompt. Doing this provides more useful contextual information to the LLM and has shown to improve its reasoning process [2, 3]. 
For our RAG system development, we chunked each textbook chapter separately using the recursive chunking method available in the Langchain Python library package [4]. We tested different lengths for the chunk sizes, specifically 100, 200, and 500, and 1000 characters. To convert the chapter chunks into vectors, we utilized the gte-base-en-v1.5 multi-lingual embedding model [5]. Each chunk was transformed into vectors with 768 dimensions. For the similarity metric, we used the cosine distance to retrieve the most relevant vectors to the query. We switched between retrieving 1, 3, and 5 vectors for each RAG query.  In the experiments, we display the results of the RAG configuration of using chunk sizes of 200 characters and retrieving the 3 most relevant vectors, as this configuration led to the best performance across all models.


Supplemental Tables

Supplemental Table 1. Board-style PICU multiple-choice question dataset categories statistics.
	Category
	Total (100)
	Test Set (92)
	Shots (8)

	Management
	32
	30
	2

	Physiology
	31
	29
	2

	Diagnosis
	18
	17
	1

	Pharmacology
	11
	9
	2

	Calculation
	5
	4
	1

	Ethics
	3
	3
	0
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