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Supplementary Materials : 

Title: 

Toward Interpretable Glucose Forecasting for Type 2 Diabetes: A 

Comparative Study among Traditional, Deep, and Large Language 

Models. 

 

Dataset sample: 

Example of patient data matrix (patientID:2000_0_20201230, first3samples): 
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Results: 

1. Models' results: 

a) Traditional: 

XGBoost_result : 
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RandomForest_result : 
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b) Deep learning: 

LSTM_result : 

 

 

 

 

 

 

 

 

 

 

 

 

 



5 
 

Time2vec_result : 

 

GRU_result: 
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transformer_result : 

 

Ensemble_LSTM_Trans_result: 
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c) LLMs:  

Mini_GPT_result: 

 

GPT_4.1_result: 
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LLAMA-1B_result: 

 

 

LLAMA-7B_result: 
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2. XAI result: 

SHAP_30min: 

 

 

 

 

 

 



10 
 

SHAP_60min: 
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SHAP_90min : 
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SHAP_Waterfall : 
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3. GPT Interpretability results: 

prompt 1 : 
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prompt 1_explanation : 
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prompt 2:
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prompt 2_explanation : 
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Prompt 3: 
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prompt 3_explanation : 
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Prompt 4: 
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prompt 4_explanation : 
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Prompt 5: 
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prompt 5_explanation : 



35 
 



36 
 

 

 

 

 

 


