Supplementary Material

Table S1  Annual incidence rates of dengue fever in China from 2004 to 2024

	Year
	Population

(100 thousand）
	Reported cases

(cases)
	Incidence Rate

(per 1000,000)

	2004
	129607.5
	247
	0.191%

	2005
	130372
	40
	0.031% 

	2006
	131102
	1044
	0.796% 

	2007
	131788.5
	539
	0.409% 

	2008
	132465.5
	202
	0.153% 

	2009
	133126
	305
	0.229% 

	2010
	133770.5
	223
	0.167% 

	2011
	134413
	120
	0.089% 

	2012
	135069.5
	575
	0.426% 

	2013
	136065
	4663
	3.427% 

	2014
	137186
	46864
	34.161% 

	2015
	137986
	3858
	2.796% 

	2016
	138779
	2050
	1.477% 

	2017
	139621.5
	5893
	4.221% 

	2018
	140276
	5136
	3.661% 

	2019
	140774.5
	22188
	15.761% 

	2020
	141110
	778
	0.551% 

	2021
	141236
	48
	0.034% 

	2022
	141217.5
	548
	0.388% 

	2023
	141071
	19627
	13.913% 

	2024
	140897.5
	24330
	17.268% 


Table S2  Training errors of the ARIMA-BPNN and ARIMA-ERNN models

	Neuron number of

the ARIMA-BPNN model
	MSE
	Neuron number of

the ARIMA-ERNN model
	MSE

	2
	12.899
	2
	8.187

	3
	11.019
	3
	7.772

	4
	16.649
	4
	5.518

	5
	9.9219
	5
	4.878

	6
	8.631
	6
	6.379

	7
	17.426
	7
	4.965

	8
	6.896
	8
	4.967

	9
	16.616
	9
	6.297

	10
	18.232
	10
	9.674

	11
	5.897
	11
	4.495

	12
	21.487
	12
	5.345

	13
	5.888
	13
	5.110

	14
	38.656
	14
	5.540


Abbreviation: ARIMA:Autoregressive Integrated Moving Average;BPNN:Back Propagation Neural Network;ERNN: Elman Recurrent Neural Network. 
Figure legends 
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Figure S1  Schematic architecture of a typical BPNN with a single hidden layer

This schematic illustrates the structure of a BPNN consisting of an input layer, a single hidden layer, and an output layer. Arrows indicate the direction of information flow.

Abbreviation: BPNN:Back Propagation Neural Network. 
[image: image2.png]Output Layer..

Hidden Layer.

Receiving Layer.



Figure S2  Schematic architecture of a typical ERNN.

This schematic illustrates the structure of an ERNN consisting of an input layer, a hidden layer with recurrent connections, and an output layer. Arrows indicate the direction of information flow and feedback loops.

Abbreviation: ERNN: Elman Recurrent Neural Network. 
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Figure S3  Residual diagnostic plots of the ARIMA(2,1,6)(0,0,5)12 model
The plots show (top) standardized residuals over time, (bottom left) the autocorrelation function (ACF) of the residuals, and (bottom right) the histogram with fitted normal density curve. These diagnostic checks indicate whether the residuals approximate white noise and follow a normal distribution.

