Supplementary Methods 1. Descriptions of LSTM, Resnet-50, and Attention Resnet-50

Long short-term memory (LSTM) represents a recurrent neural network (RNN) architecture specifically engineered to proficiently manage sequential data. 1 LSTM is specifically engineered to mitigate the issue of long-term dependencies by utilizing the output vector as input. This model is primarily used to analyze time series data.
Resnet-50 is a model based on a convolutional neural network (CNN), which is distinguished by its integration of residual learning to facilitate the training networks with increased depth. 2 This architecture, comprising 50 layers, includes shortcut connections that effectively propagate inputs to deeper layers. This feature aims to mitigate the degradation problem often encountered in conventional deep neural networks.
The improved version, the Attention Resnet-50 model, incorporates an attention mechanism to prioritize important features and exclude less pertinent information.3 This enhancement aims to boost performance in tasks that require concentrated processing.
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