Supplementary Information
1. Additional Experimental Results
1.1 Mathematics
[bookmark: _Hlk203827781]Similar to code, mathematical expressions are segmented by tokenizers. Most tokenizers have a vocabulary size of 30-120 thousand, which is vastly insufficient to encompass the space of numbers and symbols. A multi-token setting could reassemble these tokens into the relevant expressions. 
After training the models on the MetaMathQA dataset1, they are evaluated using MATH-5002. CAFT achieved 24.6% (±1.67) and 25.2% (±0.73) on LoRA and full fine-tuning, while their next-token counterparts achieved 22.9% (±1.03) and 23.7% (±0.57). This represents a 1.7% and 1.5% improvement in accuracy on LoRA and full fine-tuning.
Importantly, this experimental setting is highly unfavorable to CAFT. First, the MetaMathQA dataset primarily features natural language reasoning, rather than long, recurring mathematical expressions; the latter, however, benefits the most from our proposed method. Additionally, math problems, unlike the rest of the downstream tasks, are evaluated entirely on their final answers. Thus, CAFT primarily enhances the intermediate chain-of-thought reasoning, thereby only indirectly influencing model accuracy. Nevertheless, CAFT’s performance despite these challenges highlights its effectiveness.
1.2 Text Generation
In this task, we explore the use of CAFT for domain-specific text generation, i.e., clinical text summarization. Brief Hospital Course (BHC) summaries are short summaries that describe a patient's hospital stay. By referencing often voluminous clinical notes, BHC summaries are tediously written by clinicians. This significant time burden could be alleviated by leveraging LLMs to create these summaries.
As shown in Extended Data Table 3, CAFT methods consistently outperform their next-token counterparts. Unlike tasks like math and coding, text generation is uncontrolled; it exhibits significantly larger linguistic diversity, ranging from natural language text to domain-specific acronyms. Given the relative sparsity of multi-token concepts, there was a concern that the model would fail to learn these representations. However, the clear improvement in performance shows that the auxiliary heads effectively capture ideas spanning multiple tokens, even when they are not as prevalent.
[image: A table with numbers and symbols

AI-generated content may be incorrect.]Supplementary Table 1 | Model performances for clinical text summarization using the MIMIC-IV-BHC dataset.

1.3 De Novo Protein Design
[bookmark: _Hlk203828469]The goal of de novo protein design is to generate proteins that exhibit the desired functions and characteristics. In conventional protein design, a protein backbone structure at the atomic level is first defined, followed by finding a sequence consistent with that structure. De novo protein design, on the other hand, generates the protein from scratch, without relying on existing sequences or other starting points. This method holds immense promise for protein engineering, potentially paving the way for creating proteins with novel architectures and functions, and enabling precise control over the proteins' functions and characteristics3. However, de novo design is deeply challenging given the immense space of potential sequences and unintuitive grammar of protein sequences.
As shown in Extended Data Table 4, CAFT consistently outperforms the baseline in both sequence and structural similarity. In particular, multi-token training leads to significantly higher sequence alignment. Additionally, the proportion of structurally similar protein generations has greatly increased. 25.0% of generated sequences have a high pLDDT score (typically defined as >70.0) for the CAFT model, compared to the 20.0% of the next-token model; similarly, 20.0% have a high TM-score (typically defined as >50.0) as compared to 15.8%.
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AI-generated content may be incorrect.]Supplementary Table 2 | Model performances for de novo protein design using the Mol-Instructions dataset.

2. Theoretical Assessment
Concept-Aware Fine-Tuning (CAFT) modifies standard next-token fine-tuning by adding auxiliary multi-token losses to the training objective:

While CAFT improves empirical performance, its generalization properties for non-convex architectures like Transformers need to be analyzed. We use the algorithmic stability framework of Hardt et al. (2016)4, which applies to non-convex -smooth losses, and extend it to CAFT by carefully characterizing how multi-head losses affect gradient magnitude, smoothness, and variance.
We decompose the CAFT objective into the main head and auxiliary heads:

Here  is the (global) auxiliary weight (renamed from  to avoid conflict with smoothness),  is the schedule factor, and  is a geometric decay.
We analyze SGD with stepsizes :

Datasets  differ by one example. Coupled runs on  produce  and . Let . On-average stability (w.r.t. ) after  steps is

To obtain the theoretical bound, we consider the following assumptions.
Assumption 1 (-smoothness of each head) For all  and all ,  is -smooth:
. We use .
Assumption 2 (Bounded gradients) For all  and , .
Aggregate auxiliary mass. Define

If  with , then .
Lemma C.1 (Global gradient bound for CAFT loss) Under Assumption 2, for all ,

Proof. Triangle inequality and A2.
Effective smoothness. A naive bound gives . Empirically, auxiliary heads reduce the across-sample gradient variance, which effectively lowers the smoothness factor appearing in the stability recursion. We encode this via

where  is the relative variance-reduction ratio. Setting  recovers the naive constant; replacing  by  yields a fully conservative variant.
Remark 1. There are some ways to approximate this variance-reduction ratio . Let  On a held-out batch, estimate the across-sample variance  with/without CAFT, and set

Condition on  and couple  uniformly in . With probability  both runs see the same point; with probability  they see the differing point. From (2),


Taking expectation over the coupling and applying effective smoothness for the same-point case and Lemma C.1 for the different-point case:


Taking total expectation preserves (9).
Iterating (9) from  to  yields

If  is constant:

hence

For  and moderate , :

By the mean-value theorem and bounded gradient of the evaluation loss ,

Taking expectation and using (10) gives the tight stability bound:

If one prefers a simple but conservative bound by also upper-bounding the evaluation gradient with Lemma C.1, an extra  appears:

Constant stepsize corollary. From (16) and (12):

The tight version replaces  by .
Non-constant stepsizes. Using ,

so

Theorem C.2 (CAFT Generalization via On-average Stability) Under Assumption 1-Assumption 2, with probability at least  over the sample  and SGD randomness,

where  and  is given by (15) (tight) or (16) (conservative).
Proof. Apply the on-average stability generalization theorem4 and the stability parameter above.
Theoretical Insight. For CAFT and single-token (STP), the on-average stability parameters after  SGD steps satisfy


where  is the total auxiliary mass (small under geometric decay), and  with  the relative reduction of across-sample gradient variance (empirically measured).
If , then

Let

Using  for ,

If , CAFT is more stable and generalizes better than single-token prediction. Under the small-stepsize approximation, a sufficient condition for  is

Also, for non-constant stepsizes, replace  by .
Remark 2. In structured tasks (e.g., those with strong syntactic or template constraints), main and near-future heads typically exhibit negative covariance on a batch (a control–variates effect), which increases  and, together with a small auxiliary mass , makes the stability-improving condition (26) hold. In contrast, for free-form text with highly diverse continuations, negative covariance weakens,  becomes small or even negative, and condition (26) can fail, explaining mixed outcomes on open-ended generation. To satisfy (26) in practice, one should (i) increase : keep only a few near-future heads; use small, geometrically decaying positive weights; gate (drop or downweight) heads whose covariance with the main head is non-negative; and optionally solve a tiny NNLS/QP on a held-out mini-batch to minimize , ensuring batch variance does not increase. (ii) shrink : set a small global auxiliary scale, enforce fast geometric decay so far heads die quickly, and employ a decaying schedule late in training. Concept-level supervision then comes at zero deployment cost: supervising multiple future tokens enforces cross-token structure in the shared representations, reduces the average gradient Lipschitz , and does not affect inference because auxiliary heads are discarded. 
3. CAFT Hyperparameter Search
[bookmark: _Hlk203825471]For the CAFT-specific hyperparameters, i.e., , , and , the objective is to incentivize models to leverage the auxiliary losses and ultimately optimize for . We conducted an extensive hyperparameter search and found the following settings to be robust across all tasks. For the sake of demonstration, we show a search using the molecule generation dataset (L+M-24) in Extended Data Figure 2, illustrating model perplexities over training steps for various hyperparameter settings of LoRA and full fine-tuning. The default settings are , , and  RSine schedule, unless otherwise specified in the graph legends. The RSine schedule is compared against the sine schedule (where the weight increases over steps) and the constant schedule (where  for all steps).
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AI-generated content may be incorrect.]Supplementary Figure 1 | CAFT hyperparameter search using the L+M-24 dataset as case study, for both LoRA and full fine-tuning. The default settings are , , and  RSine schedule, unless otherwise specified in the graph legends. The curves for  do not appear in the plots as their perplexities are  for full fine-tuning and  for LoRA.

We find that the aforementioned default CAFT settings perform better than alternative values.  CAFT is fairly robust to the choice of hyperparameters, so long as the relative weight of auxiliary heads is managed, i.e.,  and . Additionally, the RSine schedule is preferred over the sine and constant schedule. We conclude that, in practice, the default settings can be used as is and do not need to be further tuned. Additionally, we note that a naïve implementation of multi-token prediction, as is commonly done in pretraining, typically has values of , , and  constant schedule. Our results show that these values substantially deteriorate performance, especially for . The dynamic scaling of auxiliary heads is therefore crucial to CAFT’s effectiveness in fine-tuning.
As for general training hyperparameters, CAFT is typically more robust to hyperparameters than conventional fine-tuning. Because CAFT affords more information during training, there is a lower risk of overfitting: Higher learning rates and LoRA rank & dropout can be used for better performance. For example, full fine-tuning's optimal learning rate is lower than full CAFT's. In practice, we recommend that practitioners start with the same hyperparameters as conventional fine-tuning, and then adjust accordingly if underfitting is observed.
4. Ablations
Several ablations are conducted to CAFT’s architectural and training decisions. First, we investigate the performance difference between CAFT models with different numbers of auxiliary heads, i.e., 1-4 heads. We use the protein design task as a case study for full fine-tuning and molecule generation for LoRA (because LoRA is not applicable to the protein design task). The results, as illustrated in Supplementary Figure 2, show that model perplexity decreases as the number of auxiliary heads increases. While we expect that performance will continue improving for >4 auxiliary heads, this leads to diminishing returns given the increase in model size. As validated by other works5,6, 4 auxiliary heads provide the strongest results without drastically increasing training costs.
Next, we investigate how training the auxiliary heads affects the CAFT model performance. Recall that the auxiliary heads are first trained using a task-agnostic instruction-tuning dataset (henceforth known as “pretraining”). Additionally, for text generation, molecule generation, and protein design tasks, the auxiliary heads are trained for 1 epoch on the task-specific dataset prior to the main fine-tuning (henceforth known as “pre-finetuning”). Using the BHC text summarization task as a case study, Supplementary Figure 3 shows that the combination of both methods improves model performance for both full and LoRA fine-tuning.
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AI-generated content may be incorrect.]Supplementary Figure 2 | Validation perplexity over steps for de novo protein design full fine-tuning and molecule generation LoRA fine-tuning.
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AI-generated content may be incorrect.]Supplementary Figure 3 | Validation perplexity over steps for BHC text summarization. This ablation examines training performance for (i) CAFT without auxiliary head training (see “w/o pretraining”), and (i) CAFT without fine-tuning the auxiliary heads for 1 epoch on the task dataset prior to the main training (see “w/o pre-finetuning”).

5. Additional Background
Large language model optimization. LLMs are generally trained to predict the next token autoregressively: Given a sequence , predict the next token . The foundations of this approach were first introduced by a seminal work in 19487, and have since grown to form the core of modern LLMs8,9. The mechanism for model optimization is as follows: the model's raw outputs are passed through a softmax activation function to compute its probability distribution for the predicted . It is then compared against the ground truth one-hot probability distribution to compute the cross-entropy loss, which is used to optimize the model weights through backpropagation. Modern LLMs are constructed based on the decoder-only Transformer architecture10,11.
LLM training pipeline. There are generally two main phases of LLM training12: pretraining and post-training. During pretraining, models are trained on a massive text corpus in an unsupervised fashion. The goal is to teach language modeling skills and general knowledge. In practice, this phase is responsible for the majority of total compute used. The resulting models, such as DeepSeek V313 and Llama3-8B-Base14, serve as "base" models for the next phase: post-training, where they are further trained on supervised datasets to learn specific skills and output formats. This is typically done via supervised fine-tuning and reinforcement learning15, where the former consumes the majority of the compute cost in this phase.
Downstream Fine-tuning. Importantly, foundational models are often further trained by industry practitioners and researchers to perform domain-specific tasks, such as math16, reasoning17, and even molecular generation18. However, because fine-tuning all model parameters may be too computationally expensive, parameter-efficient fine-tuning methods such as LoRA19 and QLoRA20 were introduced.
Multi-token prediction. A growing body of literature finds that the next-token training paradigm performs poorly on lookahead tasks21 and compositional tasks22, and is highly inefficient relative to human children23. In response, two existing works introduce multi-token training to the pretraining phase13,24. Prior to our work, multi-token training in the post-training phase saw worse performance than the conventional next-token setting5,6. Orthogonal to these works, several speculative decoding methods leverage multi-token prediction to serve as drafts for future tokens6,25. Their primary purpose is to improve inference speed and generally observe minor performance degradation. Our proposed method, CAFT, builds upon both bodies of literature to unlock multi-token prediction's potential for fine-tuning.
Concept-based Learning. Several works have sought to incorporate concepts into neural networks. Concept bottleneck models are trained to predict human-labeled concepts, which are then used for final prediction; these are typically used for computer vision tasks26,27. The Large Concept Model28, defining sentences as concepts, performs next-sentence prediction in an embedding space. Finally, recent works on training LLMs to reason in continuous latent spaces29,30 also draw inspiration from conceptual thinking.
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