Highlights


·  Innovative Double-Distilled BiLSTM Model
The study introduces a dual-layer BiLSTM model with double distillation and attention mechanisms, enhancing feature extraction and classification in intrusion detection with impressive accuracy.
·  Performance on Benchmark Datasets
The model achieved 99.32% accuracy on CIC_IDS2017 and 99.86% on UNSW-NB15 datasets, showcasing robust detection of complex attack patterns and handling data imbalance effectively.
[bookmark: _GoBack]·  Enhanced Temporal Feature Analysis
By combining forward and backward processing in BiLSTM layers, the model captures rich contextual information from sequential data, improving the understanding of temporal attack behaviors.

