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Supplementary Fig. 1: The two SMILES representations. (a) Isomeric SMILES represen-
tation that encodes that stereochemical (chiral) information of the molecule. “@” lists
neighboring atoms anticlockwise; “@@” lists them clockwise. (b) Canonical or Generic
SMILES represention that does not have any stereochemical information. No “@” or
“@@” symbols used.

Supplementary Table 1: Prediction performance of four deep learning models on unseen
anticancer compounds from literature using isomeric and canonical (or generic) SMILES
representations.

Model
Isomeric SMILES Canonical/Generic SMILES

r MAPE(IC50) EVAPA within 3σIC50 r MAPE(IC50) EVAPA within 3σIC50

(%) (%) (%) (%) (%) (%)

DeepCDR 0.6381 2268.44 37.50 12.50 0.6291 2346.34 40.63 15.63

DrugCell 0.4829 2507.52 37.50 18.75 0.5246 1167.97 56.25 9.38

PaccMann −0.4650 6836.81 31.25 6.25 −0.3540 3445.20 34.38 6.25

Precily 0.6384 2920.53 40.63 12.50 0.5311 4205.95 34.38 6.25
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Proof of σ(∆x) =
√
2× σ(x) used in EVAPA derivation

Let x1 and x2 be 2 independent variables. Using the property of variance for sums of
independent variables, we can write:

Var(x1 − x2) = Var(x1) + Var(x2)− 2Cov(x1, x2)

Since x1 and x2 are independent, Cov(x1, x2) = 0. Thus,

Var(x1 − x2) = Var(x1) + Var(x2)− 2Cov(x1, x2)

=⇒ Var(x1 − x2) = Var(x1) + Var(x2) (∵ Cov(x1, x2) = 0)

=⇒ Var(∆x) = Var(x1) + Var(x2)

=⇒ σ2(∆x) = σ2(x1) + σ2(x2)

=⇒ σ2(∆x) = 2 σ2(x)

=⇒ σ(∆x) =
√
2σ(x)
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