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Supplemental Figure 1: Architecture depiction of Sequence 1 architecture.
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Supplemental Figure 2: Averaged saliency map of control class for the architecture types a) Sequence 1 b) OhNet c) Med3D d) RiekeNet e) MixedConv. Note that the architecture styles require different image resolutions. 
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Supplemental Figure 3: Averaged saliency map of patient class for the architecture types a) Sequence 1 b) OhNet c) Med3D d) RiekeNet e) MixedConv. Note that the architecture styles require different image resolutions. 
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	[bookmark: 3cz820eoy6cg]Network Name
	Input Size
	Preprocessing
	Pretrained Weights

	Sequence 1
	64x64x64
	None
	no

	OhNet
	64x64x64
	None
	no

	Med3D10
	128x128x128
	z-normalisation
	yes

	BrainID
	128x128x128
	rescale 0- 1
	yes

	RiekeNet
	192x220x192
	z-normalisation
	yes

	Mixed Conv
	64x64x64
	rescale 0-1 z-normalisation
	yes

	ResNet18
	64x64x64
	rescale 0-1 z-normalisation
	yes



Supplementary Table 1. Training details and additional image pre-processing procedures for every network architecture. All images were additionally prepared(skullstripped, MNI space registration, ect.) as declared in the Data section.  


	[bookmark: 3bb5k2jdemfh]Network Name
	Lerningrate
	Dropout
	Weight Decay
	Epochs
	Pretrained Weights

	Sequence 1
	0.00015
	0.2
	0.00001
	25
	no

	OhNet
	0.00007
	0.2
	0.01
	20
	no

	Med3D10
	0.000005
	0.35
	0.01
	20
	yes

	BrainID
	0.00002
	0.6
	0.05
	30
	yes

	RiekeNet
	0.0009
	0.15
	0.01
	20
	yes

	Mixed Conv
	0.009
	0.3
	0.5
	30
	yes

	ResNet18
	0.00094
	0.3
	0.05
	30
	yes



Supplementary Table 2. Overview of key network training parameters for all architecture types.
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