Supplementary Table S1. Prediction Tasks and Descriptions
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Supplementary Table S2. Demographic Information of the Five Clients
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Supplementary Table S3. Label Distributions of the Five Clients
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Supplementary Table S4. Standard Deviations for Table 2
Standard deviations for text-based EHR modeling. The values represent standard deviations computed across three random seeds, each with distinct data splits and model initializations.
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Supplementary Table S5. Correlation Values for Each Federated Learning Algorithm in Table 3
Correlation between host-subject similarity and host performance change with and without subject participation in FL. Similarity is measured using averaged patient embeddings. For each of the 4 algorithms, the number of data points are 60 for 2 and 5 participating clients, and 180 for 3 and 4 participating clients. Breakdown: 2 clients: 5 hosts × 4 target subjects × 3 seeds; 3 clients: 5 hosts × 4 target subjects × 3 combinations (1 additional client) × 3 seeds; 4 clients: 5 hosts × 4 target subjects × 3 combinations (2 additional clients) × 3 seeds; 5 clients: 5 hosts × 4 target subjects × 1 (3 additional clients) x 3 seeds.
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Supplementary Table S6. Standard Deviation Results for Selecting Participating Subjects using Averaged Patient Embedding Similarity
Standard Deviations for Table 4. The values represent standard deviations computed across three random seeds, each with distinct data splits and model initializations.
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Supplementary Note: Selecting Participating Subjects using Averaged Patient Embedding Similarity vs. Patient-level Embedding Similarity
Supplementary Tables S7 and S8 present the host performance for each federated learning algorithm (i.e., FedAvg, FedProx, FedBN, FedPxN) when selecting participating clients using our averaged patient embedding-based similarity method. The results show that this method achieves performance equal to or better than using all five clients across all similarity metrics (i.e., cosine similarity, Euclidean distance, and KL divergence) in 9, 14, 8, and 12 out of 15 cases for FedAvg, FedProx, FedBN, and FedPxN, respectively. These values are computed by averaging the number of cases (across the three similarity metrics) where the performance is equal to or better than that of full five-client participation.
As discussed in Section 2.2.1, a potential concern with averaging patient embeddings across clients is the risk of information loss, which could lead to suboptimal client selection. To address this concern, we further evaluate the performance using patient-level embeddings similarities for selecting participating clients. Supplementary Tables S9 and S10 present the host performance for each federated learning algorithm (i.e., FedAvg, FedProx, FedBN, FedPxN) when selecting participating clients using patient-level embedding similarities. Specifically, for Cosine Similarity, we compute host-subject patient-level similarities and then average the patient-level similarities to obtain the final similarity score between the host and subject. For Euclidean Distance, we similarly compute host-subject patient-level euclidean distances and then average the patient-level distances to obtain the final distance between the host and subject. For Precision, we follow the method in Kynkäänniemi et al.[1], computing precision based on individual data points within the host and subject embeddings. The results show that this method achieves performance equal to or better than using all five clients across all similarity metrics (i.e., cosine similarity, Euclidean distance, and KL divergence) in 7.67, 12.67, 7.33, and 9.33 out of 15 cases for FedAvg, FedProx, FedBN, and FedPxN, respectively. These values are computed by averaging the number of cases (across the three similarity metrics) where the performance is equal to or better than that of full five-client participation.
Overall, the results demonstrate that the averaged embedding approach is more robust and consistently achieves performance equal to or better than full participation, compared to the patient-level method. This highlights the efficacy and reliability of using averaged embeddings for selecting suitable clients for the host in federated learning.


Supplementary Table S7. FedAvg, FedProx Individual Algorithm Results for Table 4
Host performance (average macro AUROC across 12 tasks) using the FedAvg and FedProx algorithms, when selecting participating clients based on averaged patient embeddings. The performance is compared to (1) using all 5 clients, (2) Average, and (3) Best. Average and Best refer to the average and best host performance, respectively, across all subject combinations for a fixed number of participating clients. Underlined values indicate performance equal to or better than when using all 5 clients, bold indicates performance equal to Best performance, asterisk indicates performance exceeding Average performance. 
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Supplementary Table S8. FedBN, FedPxN Individual Algorithm Results for Table 4
Host performance (average macro AUROC across 12 tasks) using the FedBN and FedPxN algorithms, when selecting participating clients based on averaged patient embeddings. The performance is compared to (1) using all 5 clients, (2) Average, and (3) Best. Average and Best refer to the average and best host performance, respectively, across all subject combinations for a fixed number of participating clients. Underlined values indicate performance equal to or better than when using all 5 clients, bold indicates performance equal to Best performance, asterisk indicates performance exceeding Average performance. 
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Supplementary Table S9. FedAvg, FedProx Individual Algorithm Results for Selecting Participants using Patient-level Embeddings
Host performance (average macro AUROC across 12 tasks) using the FedAvg and FedProx algorithms, when selecting participating clients based on patient-level embeddings. The performance is compared to (1) using all 5 clients, (2) Average, and (3) Best. Average and Best refer to the average and best host performance, respectively, across all subject combinations for a fixed number of participating clients. Underlined values indicate performance equal to or better than when using all 5 clients, bold indicates performance equal to Best performance, asterisk indicates performance exceeding Average performance. 
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Supplementary Table S10. FedBN, FedPxN Individual Algorithm Results for Selecting Participants using Patient-level Embeddings
Host performance (average macro AUROC across 12 tasks) using the FedBN and FedPxN algorithms, when selecting participating clients based on patient-level embeddings. The performance is compared to (1) using all 5 clients, (2) Average, and (3) Best. Average and Best refer to the average and best host performance, respectively, across all subject combinations for a fixed number of participating clients. Underlined values indicate performance equal to or better than when using all 5 clients, bold indicates performance equal to Best performance, asterisk indicates performance exceeding Average performance.
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5] - 0.812 | 0.796 | o812 | 0782 | 0780

FedProx
# Clients | Metric | MIMIC-III-MV | MIMIC-III-CV | MIMIC-1V | eICU-West | eICU-South
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) Cosine 0.808* 0.800* 0.813* 0.784* 0.777*
Euclidean 0.808* 0.800* 0.813* 0.784* 0.777*

KL 0.808* 0.800* 0.813* 0.784* 0.777*
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| Average | 0.808 | 0.793 | o812 | 0780 | 0775

3 Cosine 0.814* 0.800* 0.814* 0.780 0.776*
Euclidean 0.814* 0.800* 0.814* 0.780 0.780*
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‘ Average ‘ 0.808 ‘ 0.793 ‘ 0.814 ‘ 0.779 ‘ 0.775
) Cosine 0.811* 0.798* 0.816* 0.785% 0.779*
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| Best | 0.811 | 0798 | o816 | 0785 | 0779
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| Average | 0.808 | 0.795 | o813 | 0781 | 0775
5 Cosine 0.812% 0.800* 0813 0.786* 0.778*
Euclidean 0.812% 0.800* 0813 0.786* 0.778*
KL 0.812% 0.800* 0813 0.786* 0.778*
| Best | 0813 | o080 | 0815 | 078 | 0779
‘ Average 0.812 0.796 0.812 0.784 0.777
4 Cosine 0.815% 0.798* 0.812 0.788* 0.778*
Euclidean 0.815% 0.798* 0.812 0.788* 0.778*
KL 0.815% 0.798* 0.812 0.788* 0.778*
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Euclidean 0.813* 0.797* 0.814* 0.776 0.776
Precision 0.813* 0.797* 0.814* 0.781* 0.777%

| Best | 0.813 | 0.797 | 0816 | 078 | 0778

| Average | 0.810 | 0793 | o813 | 0782 | 0776

4 Cosine 0.812* 0.793 0.816* 0.786* 0.778*
Euclidean 0.812* 0.793 0.811 0.786* 0.772
Precision 0.812* 0.793 0.815* 0.786* 0.778*
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FedProx
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| Best | 0.811 | 0.800 | 0813 | o078 | 0777

| Average | 0.808 | 0.793 | o812 | 0780 | 0775

3 Cosine 0.814* 0.800* 0.815* 0.780 0.776*
Euclidean 0.814* 0.800* 0.814* 0.777 0.776*
Precision 0.814* 0.800* 0.814* 0.780 0.776*

| Best | 0.814 | 080 | 0816 | 0784 | 0780
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Task Name Task Type Description

Mortality (Mort) Binary Predict whether the patient will die within the next 24 hours.

Two-Week Mortality (Mort_2w) Binary Predict whether the patient will die within the next two
weeks.

Three-Day ICU Stay (Los_3day) Binary Predict whether the patient’s ICU stay will exceed three
days.

Seven-Day ICU Stay (Los_7day) Binary Predict whether the patient’s ICU stay will exceed seven
days.

ICU Readmission (Readm) Binary Predict whether the patient will be readmitted to the ICU

during the same hospital admission.

Bilirubin Level (Bilirubin)

Multi-Class

Predict serum bilirubin levels, categorized into five discrete
classes.

Creatinine Level (Creatinine)

Multi-Class

Predict serum creatinine levels, categorized into five discrete
classes.

Discharge Acuity (Final Acuity)

Multi-Class

Predict the patient’s discharge location at the end of the
hospital stay.

Imminent Discharge (Im_Disch)

Multi-Class

Predict whether the patient will be discharged within the
next 24 hours, along with the discharge location.

Platelet Count (Platelets)

Multi-Class

Predict platelet counts, categorized into five discrete classes.

‘White Blood Cell Count (WBC)

Multi-Class

Predict white blood cell counts, categorized into three dis-
crete classes.

Diagnosis Prediction (Diagnosis)

Multi-Label

Predict all diagnosis codes associated with the patient’s ad-
mission, classified into 18 categories.
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| MIMIC-II-MV ~ MIMICIII-CV ~ MIMIC-IV ~ eICU-West  eICU-South
Cohort Size | 20288 24,710 34,888 27,656 45,379
Male 55.8 56.5 55.8 54.9 53.1
Gender (%) Eemnale 442 435 442 451 46.9
White 728 70.6 66.0 772 68.5
Black 106 8.7 109 46 21.0
Ethnicity (%) Hispanic 4.1 2.9 3.6 49 54
Asian 27 2.0 3.1 32 11
Others 938 158 164 10.1 40
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Type Task Label MIMIC-II-MV (%) MIMIC-III-CV (%) MIMIC-IV (%) eICU-West (%) eICU-South (%)
Mort True 16 18 1.6 18 18
Binary Mort_2w True 77 9.0 78 73 79
Los_3day True 30.9 36.7 299 255 299
Los_7day True 10.5 134 9.0 79 9.1
Readm True 5.6 54 73 14.6 8.7
0 14.7 120 18.1 268 175
Bilirubin 1 30 2.7 37 42 27
2 42 3.1 4.1 33 2.1
3 12 0.9 11 0.6 0.4
4 08 0.8 0.9 0.5 02
0 58.1 60.0 58.9 50.8 476
Creatinine 1 162 16.0 16.5 134 156
2 6.1 6.2 6.5 5.9 12
Multi-Class 3 15 1.6 18 1.8 25
4 13 14 18 20 27
0 515 523 52.5 61.1 612
Final Acuity 1 3.1 3.6 38 3.1 39
2 6.4 78 6.1 53 53
3 132 6.7 10.6 12.1 154
4 8.4 15.7 6.7 19 4.6
5 17.5 139 19.5 153 9.1
0 16 18 1.6 18 18
Im_Disch 1 26 19 2.8 5.6 49
2 95.0 95.7 94.4 90.7 91.8
3 0.7 0.4 0.5 1.7 13
4 0.0 0.1 0.0 0.0 0.0
5 0.1 0.1 0.1 0.1 0.1
0 61.7 61.9 55.6 456 489
Platelets 1 16.4 173 21.0 15.1 159
2 12 17 9.4 12 12
3 20 14 2.5 18 1.6
4 0.3 0.2 04 03 0.3
0 43 3.1 35 24 26
WBC 1 559 511 54.1 438 444
2 272 338 313 269 269
0 33.6 26.1 38.4 18.1 104
1 311 226 32.1 54 6.0
2 78.0 65.3 83.1 24.1 314
3 46.3 33.0 57.6 78 132
Multi-Label  Diagnosis 4 48.0 282 68.8 108 11.0
5 41.6 23.0 52.0 14.6 15.6
6 85.8 825 89.2 511 57.6
7 52.7 482 54.7 329 342
8 53.3 39.8 58.6 14.0 14.6
9 521 399 55.6 18.1 224
10 0.4 0.4 0.6 0.4 0.6
11 12.0 9.8 11.8 18 14
12 315 16.0 353 16 16
13 39 3.0 5.1 0.0 0.1
14 46.3 437 432 137 13.8
15 39.4 202 59.5 117 13.0
16 59.4 331 75.7 3.9 12
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#Clients‘Method|MIMIC-HI-MV‘MIMIC-IH-CV| MIMIC-IV ‘ eICU-West | eICU-South

1 |single| 0004 | 0004 | 0007 | 0004 | 0005
- | - |Average Best |Average Best |Average Best |Average Best |Average Best
FedAvg | 0.003 0.004 | 0.005 0.004 | 0.004 0.003| 0.005 0.006| 0.003 0.003
FedProx| 0.004 0.004 | 0.003 0.003 | 0.005 0.005| 0.006 0.007| 0.003 0.002
2 FedBN | 0.002 0.002 | 0.005 0.006 | 0.004 0.004| 0.006 0.007| 0.005 0.005
FedPxN| 0.005 0.005 | 0.003 0.005 | 0.005 0.005| 0.005 0.008| 0.004 0.005
Avg. | 0.004 0.004 | 0.004 0.005 | 0.005 0.004| 0.006 0.007| 0.004 0.004
FedAvg | 0.005 0.003 | 0.004 0.004 | 0.002 0.003| 0.006 0.005| 0.005 0.005
FedProx| 0.004 0.002 | 0.004 0.005 | 0.002 0.001| 0.005 0.005| 0.005 0.006
3 FedBN | 0.004 0.002 | 0.004 0.002 | 0.003 0.004| 0.004 0.003| 0.006 0.006
FedPxN| 0.002 0.002 | 0.004 0.003 | 0.003 0.003| 0.004 0.006| 0.004 0.007
Avg. | 0.004 0.002 | 0.004 0.004 | 0.003 0.003| 0.005 0.005| 0.005 0.006
FedAvg | 0.004 0.004 | 0.004 0.003 | 0.003 0.004| 0.008 0.007| 0.008 0.008
FedProx| 0.003 0.001 | 0.006 0.003 | 0.001 0.002| 0.005 0.005| 0.006 0.006
4 FedBN | 0.005 0.006 | 0.005 0.005 | 0.002 0.002| 0.007 0.006| 0.006 0.007
FedPxN| 0.003 0.003 | 0.004 0.004 | 0.001 0.004| 0.005 0.006| 0.005 0.006
Avg. | 0.004 0.004 | 0.005 0.004 | 0.002 0.003| 0.006 0.006| 0.006 0.007
FedAvg | 0.006 0.006 | 0.007 0.007 | 0.002 0.002| 0.008 0.008| 0.008 0.008
FedProx| 0.006 0.006 | 0.006 0.006 | 0.003 0.003| 0.005 0.005| 0.004 0.004
5 FedBN | 0.007 0.007 | 0.004 0.004 | 0.002 0.002| 0.006 0.006| 0.008 0.008
FedPxN| 0.006 0.006 | 0.003 0.003 | 0.003 0.003| 0.004 0.004| 0.009 0.009
Avg. | 0.006 0.006 | 0.005 0.005 | 0.003 0.003| 0.006 0.006| 0.007 0.007
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FedAvg

Method Metric 2 Clients 3 Clients 4 Clients 5 Clients Overall
Cosine Spearman 0.381 0411 0.389 0.494 0.402
Kendall 0.266 0.278 0.271 0.375 0.277
Euclidean Spearman  -0.416 -0.425 -0.385 -0.460 -0.407
Kendall -0.289 -0.289 -0.269 -0.340 -0.279
KL Spearman  -0.455 -0.391 -0.391 -0.377 -0.393
Kendall -0.321 -0.266 -0.268 -0.271 -0.269
FedProx
Method Metric 2 Clients 3 Clients 4 Clients 5 Clients Overall
Cosine Spearman 0.526 0.546 0.476 0.385 0.489
Kendall 0.376 0.388 0.325 0.269 0.341
Euclidean Spearman  -0.574 -0.535 -0.485 -0.356 -0.494
Kendall -0.401 -0.377 -0.331 -0.253 -0.342
KL Spearman  -0.623 -0.506 -0.480 -0.337 -0.484
Kendall -0.438 -0.360 -0.327 -0.237 -0.339
FedBN
Method Metric 2 Clients 3 Clients 4 Clients 5 Clients Overall
Cosine Spearman 0.431 0.383 0.350 0.434 0.382
Kendall 0.310 0.266 0.247 0.302 0.267
Euclidean Spearman  -0.457 -0.395 -0.313 -0.397 -0.372
Kendall -0.322 -0.271 -0.218 -0.270 -0.256
KL Spearman  -0.469 -0.397 -0.295 -0.380 -0.366
Kendall -0.331 -0.274 -0.204 -0.256 -0.253
FedPxN
Method Metric 2 Clients 3 Clients 4 Clients 5 Clients Overall
Cosine Spearman 0.476 0.466 0.446 0.262 0.429
Kendall 0.339 0.324 0.307 0.182 0.298
Euclidean Spearman  -0.509 -0.459 -0.435 -0.236 -0.425
Kendall -0.360 -0.317 -0.293 -0.168 -0.291
KL Spearman  -0.507 -0.482 -0.395 -0.220 -0.416
Kendall -0.364 -0.346 -0.271 -0.154 -0.290
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#Clients| Metric | MIMIC-III-MV MIMIC-III-CV MIMIC-IV eICU-West eICU-South

| Average | 0.004 0.004 0.004 0.006 0.004

) Cosine 0.006 0.005 0.004 0.009 0.004
Euclidean 0.006 0.005 0.004 0.009 0.004

KL 0.006 0.005 0.004 0.009 0.004

| Best | 0003 0.005 0.004 0.009 0.004

| Average | 0.004 0.004 0.003 0.005 0.005

s Cosine 0.002 0.005 0.002 0.005 0.005
Euclidean 0.002 0.005 0.002 0.005 0.005

KL 0.002 0.005 0.002 0.005 0.005

| Best | 0003 0.005 0.002 0.005 0.006

| Average | 0.003 0.005 0.002 0.006 0.006
Cosine 0.004 0.005 0.002 0.006 0.007

4 |Euclidean 0.004 0.005 0.002 0.006 0.007
KL 0.004 0.005 0.002 0.006 0.007

| Best | 0004 0.006 0.003 0.006 0.006

5 ‘ - | 0.006 0.005 0.002 0.006 0.007





