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Abstract. In today’s educational systems, evaluating student answer-
scripts are challenging due to the varied grading criteria, different types
of questions, and different ways of attempting the same question. Tra-
ditional manual grading can often be inconsistent, inefficient, and some-
times prone to bias, making it difficult to ensure fairness in assessments.
These challenges are further complicated when dealing with different
types of answers, such as written responses in English, mathematical so-
lutions, etc. Each of these requires distinct approaches, increasing the
workload and chances of errors in manual grading. To address these
challenges, we propose an Automated Answer Script Evaluation (AASE)
system. This solution leverages advanced Natural Language Processing
(NLP) techniques along with mathematical parsing algorithms to auto-
mate the grading process comprehensively. The proposed AASE system
is trained on a diverse dataset containing various grading criteria and
incorporates multiple techniques for evaluating both English-based and
mathematical answers. For English responses, the system employs dif-
ferent approaches like keyword matching and the Word Movers Distance
(WMD) algorithm, a BERT model with additional layer and BERT-
based model with dropout layers for sequence classiőcation. These models
ensure accurate and unbiased evaluations of student answers in English.
Additionally, the AASE system integrates optical character recognition
(OCR) technology to recognize handwritten mathematical expressions,
which are then converted into LaTeX format using an encoder-decoder
architecture. The converted expressions undergo evaluation providing
ŕexibility in assessing both direct answers and detailed step-wise so-
lutions. The AASE system is trained and tested on real-world datasets,
and has achieved an accuracy of 80.45% for Subjective and 76% for
Mathematical answers evaluation.

Keywords: Artiőcial Intelligence· Education Assessment · Natural Lan-
guage Processing · Transformer Models
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1 Introduction

Answer Script evaluation remained one of the complex, time taking and lethargic
task for academicians around the world. Once the theoretical and mathematical
answer scripts are evaluated, the justification for the awarded marks and satis-
faction of the students with it always result in a debate among them [1]. Another
core problem of answer script evaluation is that sometimes different evaluators
award different marks to the same answers or give marks with erring hand [2]
which results in unnecessary competitiveness among students and discourage
them. Some of these issues also question the fairness of the existing examina-
tion system when the performance of different students is evaluated on the same
pointer scale by different evaluators [3].

Automated answer script evaluation systems represent our attempt to foray
into the vast field of educational assessment, offering efficient and objective grad-
ing mechanisms for student answers. It is essential that these systems are capa-
ble of leveraging NLP techniques to interpret and evaluate responses in various
subject domains. With the proliferation of machine learning and NLP technolo-
gies, automated grading systems have gained traction in educational settings,
promising to streamline the evaluation process and improve assessment consis-
tency. Researchers in recent years discussed various methods for the easing the
assessment process in the academic institutes.

The aim of this research is to develop an Automated Answer Script Evalu-
ation (AASE) system to address the challenges associated with manual grading
procedures. The main objective is to develop a robust and accurate automated
grading system capable of evaluating student responses across various subjects
and topics with high precision. This endeavor streamlines the grading process
and provides educators with valuable insights into student performance and com-
prehension. The AASE system makes use of transformer models and algorithmic
capabilities to assess student responses across multiple subject areas, enhancing
efficiency and fairness in answer script evaluation in academic institutes. The
Key contributions of the proposed AASE system are:

1. We used and evaluated three approaches- keyword matching and WMD al-
gorithm, BERT model with an additional layer, and BERT with sequence
classifications to evaluate subjective answers written in the English language.

2. We have used DenseNet Encoder and Attention-based decoder to convert to
recognize and convert handwritten mathematical expression into LaTeX for-
mat and proposed evaluation algorithm to grade the mathematical answers.

3. We evaluated the AASE system on the real-world datasets and achieved
an accuracy of 80.45% for subjective and 76% for Mathematical answers
evaluation.

The rest of the paper is organized into the following sections: Section 2 re-
views the existing work. Section 3 presents our methodology. Section 4 discusses
the datasets. Section 5 reports on experimental results. Finally, we conclude in
Section 6.
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2 Related work

Text analysis remained one of the most discussed topics among the computer and
linguistic research in recent years, from the last few decades, mathematicians,
engineers, scientists and anthropologists are examining and finding different facts
in linguistic tradition and the sociological traditions [9]. With the evolution
and expansion of the internet, and generation massive amount of text data,
researchers and software conglomerates focused on developing methods and tools
to study and analyze these massive datasets and find facts [22]. Researchers [17,
10] were continuously putting effort into developing different algorithms and
machine learning models that can generate answers which match or near to the
human level of intelligence.

In 2017-18, with the introduction of transformer based neural network [25, 14]
which has been proved breakthrough research in the area of text generation and
ability of question answering systems. This section elaborates on the different
models and methods that can be used for answer evaluation.

Automated short answer scoring(ASAS) [24, 19, 28, 12, 15] and automated es-
say scoring(AES) [8, 20, 26, 11] has witnessed significant advancements, influ-
enced mainly by developments in neural network-based NLP tasks.

Banshir et al. in [8] proposed a novel approach that utilizes various machine
learning, NLP techniques, such as word mover’s distance (WMD), cosine similar-
ity, multinomial naive bayes, etc for automatic evaluation of descriptive answers.
The authors in [28] developed an automatic semi-open-ended short-answer grad-
ing evaluation model that used a LSTM RNN to learn the representation in the
classifier. The authors in [20] proposed method contains various steps such as
question classification, answer classification and answer evaluation, and used syn-
tactical relation-based feature extraction technique for automatic evaluation of
descriptive-type answers. Yad et al. in [26] worked by taking inputs like the user
response, expected sentences and expected keywords and works with the help of
numerical vectors, natural language processing and deep learning approaches.

The authors in [13] presented a survey of automatic question generation and
assessment strategies from textual and pictorial learning resources. Gao et al.
in [16] has systematically reviewed the recent educational applications of text-
based assessment systems for understanding the latest developments assisting in
text-based assessments in higher education.

Sultan et al. [24] utilized short-text similarity with key grading specific con-
truct for automated short answer grading. Researchers in [19] utilized two-stage
deep neural network for prompt independent automated essay scoring, the two
stage deep neural network learn from pseudo labels by considering semantic,
part of speech and syntactic features of the text. Condor and Litster [12] worked
on the grading of short answers using large language models, such as BERT.
Funayama et al. [15] used two phase approach (i.e., train the model on existing
rubrics and fine tune the model on a given new prompt) for cross prompt training
for short answers scoring. Cochran et al. [11] used the augmented method for text
data generation and evaluation of student text responses. Zeng et al. [27] utilized
framework based on Prototypical Neural Network to determine automatic short
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answer scoring. Some recent work [7, 21, 18, 23] used large language models and
generative AI for answersheet evaluation. But, LLMs are resource-intensive, re-
quiring significant computational power for fine-tuning and deployment, making
them costly for large-scale use in answer sheet evaluation.

This paper focused on evaluating both subjective as well as Mathematical
answers. We have proposed three approaches- keyword matching and WMD
algorithm, BERT model with an additional layer, and BERT with sequence
classifications to evaluate subjective answers written in English language. We
have also used image processing along with the DenseNet Encoder and Attention-
based decoder to evaluate the mathematical answers.

3 Methodology

In this section, we discuss the different approaches used to evaluate subjective
answers and mathematical answers.

3.1 Evaluation of Subjective Answers

In this subsection, we present a discussion on three distinct approaches and
algorithms employed to evaluate students’ subjective answers.

1. Keyword matching and WMD algorithm:
The Custom Similarity Algorithm is applied to compute the similarity be-
tween the model answer and the answer to be graded. It starts by prepro-
cessing both the model and the student’s answers using the following steps.

– For each sentence in the model answer, the similarity between each sen-
tence in the student’s answer is calculated using Word Mover’s Distance
(WMD) algorithm ( Algorithm 1).

– WMD measures the semantic similarity between two sentences (it’s D1

and D2 here) based on the distance between word embeddings.
– Additionally, the algorithm considers keyword weights to account for

the importance of shared keywords between the model answer and the
student’s answer.

– It calculates a composite score for each sentence pair, considering seman-
tic similarity (based on WMD) and keyword matching.

– The algorithm also penalizes for missing keywords in the student’s an-
swer compared to the model answer. This penalty is applied to account
for essential information or concepts not addressed by the student.

Finally, it computes an overall score by aggregating the scores for all pairs of
sentences, factoring in keyword weights and missing keyword penalties. The
output of the custom similarity algorithm is a single score representing the
similarity between the model answer and the student’s answer. This score
reflects semantic similarity and keyword matching, thoroughly evaluating
the student’s response.
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Algorithm 1: WMD Algorithm

1: WMD(D1, D2)
2: distance_matrix ← []
3: for each word w1 in D1 do

4: row ← []
5: for each word w2 in D2 do

6: distance ← comp_vec_dist(embedding(w1), embedding(w2))
7: row.append(distance)
8: end for

9: distance_matrix.append(row)
10: end for

11: T ← Solve_Earth_Mover_Distance(distance_matrix, P (D1), P (D2)) {word
distributions}

12: WMD_distance ← 0
13: for each i, j in T do

14: WMD_distance + = T [i][j]× distance_matrix[i][j]
15: end for

16: return WMD_distance

Final Score: The algorithm then calculates the final score based on the
average scores obtained for each pair of sentences in the model answer and the
student’s answer. Then, a missing keyword penalty is applied to adjust the
score based on the presence or absence of essential keywords in the student’s
response. Keyword weights and WMD distances contribute to the calculation
of each pair-wise score, providing a nuanced assessment of similarity.

2. BERT with Additional Layer: The central components of the grading
system are the BERT model and tokenizer. The grading model is structured
as a neural network module, it incorporates BERT as its backbone, followed
by an additional dropout layer and a fully connected layer for grading pre-
diction.

Dropout Layer Integration: The Dropout layers are essential components
in neural network models, facilitating regularization and preventing overfit-
ting by randomly dropping out a proportion of the units during training. This
layer helps improve the model’s generalization ability by reducing interde-
pendent learning among neurons, thus enhancing robustness to variations in
input data.

This dropout layer is positioned after the BERT backbone to introduce reg-
ularization while maintaining generalization capabilities. With a dropout
probability of 0.1, this layer randomly sets 10% of the input units to zero
during each training iteration, effectively forcing the model to learn more ro-
bust features. Consequently, the dropout layer aids in preventing the model
from memorizing noise or irrelevant patterns present in the training data,
thereby promoting better generalization to unseen data during the evalua-
tion and testing phases.



6 Mitra Abhi Sura, Maitreyee Rai, Sonia Khetarpaul, and Saurabh Mishra

Fig. 1: BERT based Model for Subjective Answer Evaluation

Model Training: The BERT layers are unfrozen to enable parameter up-
dates during training. The training loop iterates over epochs, batches, and
data samples, tokenizing input sequences and computing loss against the
human-marked grades. Both student and reference answers are passed through
BERT, followed by a dropout layer and a fully connected layer with a single
class, representing correctness and its probability. This probability is scaled
from a range of 0 to 5. The loss is then calculated against the human-marked
grades, and the optimizer updates model parameters based on calculated
gradients, optimizing performance.

During each epoch, batches of student answers, reference answers, and cor-
responding grades are processed. Input sequences are tokenized using the
BERT tokenizer, and padding or truncation is applied to ensure uniform se-
quence lengths. The model then predicts grades for each input sequence, and
the root mean squared error (RMSE) loss is calculated between predicted
and true grades. Back-propagation is performed to update the model’s pa-
rameters, followed by optimization using the Adam optimizer.

3. BERT based Sequence Classification:

The implementation of BERT-based sequence classification for automating
the grading process in educational assessments involves several key steps,
beginning with the initialization of the model and tokenizer and proceeding
through data preprocessing, dataset creation, model training, evaluation, and
model persistence. The workflow of the model for evaluation of subjective
answers is shown in Figure 1.

Model Initialization and Tokenization: In this stage, the BERT model
and tokenizer are initialized. The model is configured for sequence classi-
fication with a single output label i.e the grades. The Dataset, comprising
student answers and corresponding grades, is loaded.

It is important to note that the architecture for Bert For Sequence Classifi-
cation is very similar to the architecture of the BERT model as shown in Fig.
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1. The key difference is that the fully connected layer is given the number of
labels in the particular task instead of finding the probability of correctness
of the student’s answer.

Model Training and Validation: The training loop iterates over multiple
epochs, with each epoch comprising batches of training data. Within each
epoch, the model computes predictions for a batch of input data and calcu-
lates the corresponding loss using the specified loss function. The optimizer
updates the model parameters based on the computed gradients, while a lin-
ear learning rate scheduler adjusts the learning rate during training. Training
progress, including average training loss and elapsed time, is logged for each
epoch.

After each epoch of training, the model’s performance is evaluated on the
validation set to assess its generalization capabilities. Evaluation metrics
such as validation loss are computed and logged to monitor the model’s
performance.

3.2 Evaluation of Mathematical Answers

In this subsection, we present an approach and an algorithm used to evaluate
students’ mathematical responses.

Fig. 2: Model for Mathematical Answer Evaluation

Figure 2 shows the workflow of the model used, and Algorithm 2 describes the
complete procedure. The initial step is to recognize handwritten expressions from
an image. Additionally, converting the input expression into LaTex (a system
for high-quality technical typesetting) was deemed essential for the evaluation
algorithm.

Image Pre-processing: Before feeding an image to the model, the image
needs to be pre-processed. The input to the model is the student’s answer as an
image containing all the expressions, written in a step-wise manner one below
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the other. The model can only detect one expression at a time, therefore, the
image is processed as follows:

– First, we read and preprocess the image by converting it to grayscale, detect
and remove preexisting lines, and binarize to highlight text regions.

– Identify the rotated rectangle bounding the text regions and ensure the
longer side is horizontal. This ensures that the text lines are horizontal.

– Distinguish between space lines and text lines using horizontal projections.
– Compute mean coordinates of white pixel groups to locate text lines accu-

rately and visualize them by drawing green lines on the image.
– Segment text regions based on the detected lines and save each segmented

text region as an individual image.

Encoder-Decoder Model: The model takes an image input that contains
a mathematical expression and outputs the corresponding LaTeX expression. It
has two parts:

– DenseNet Encoder: It is a convolutional neural network architecture known
for its dense connectivity pattern, where each layer is connected to every
other layer in a feed-forward fashion. It has 121 layers. It takes an input image
and extracts high-level features through a series of convolutional layers. The
architecture consists of dense blocks, each containing convolutional layers
with batch normalization and ReLU activation.

– Attention-based Decoder RNN: It takes the encoded features from the DenseNet
encoder as input and generates output sequences token by token. It uses a
recurrent neural network (RNN) with gated recurrent units (GRUs) for se-
quential processing. Additionally, it incorporates an attention mechanism
to selectively attend to different parts of the input features at each decod-
ing step, enhancing the model’s ability to capture relevant information for
generating accurate outputs.

Evaluation Algorithm: After the LaTeX expressions are obtained, they
undergo evaluation using an algorithm 2, which parses and simplifies these ex-
pressions. Users are presented with two evaluation options:

1. Direct Evaluation: The algorithm solely assesses the final answer provided
by the student.

2. Detailed Evaluation: This method evaluates each step provided by the stu-
dent, assigning a weight of “n%” to the steps and “100-n%” to the final answer.
This asks the user to enter the minimum number of steps to ensure a uniform
evaluation process for all students. However, this type of evaluation is ap-
plicable only to problems such as polynomials, calculus, trigonometry, etc.,
where step-by-step comparison is feasible. Users can opt for this evaluation
to ensure that students have independently solved the problem by following
a logical sequence of steps.

The evaluator has the flexibility to choose between referencing their own
solution or evaluating the student’s answer independently. If the algorithm ref-
erences the evaluator’s answer against the student’s answer, the final answers
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Algorithm 2: Evaluation of Student’s Mathematical Answers

1: INPUT:

2: student_solution_list - List of student’s LaTeX expressions (steps of the solution)
3: evaluator_solution_list - (Optional) List of evaluator’s LaTeX expressions for

comparison
4: evaluation_mode - "Direct" or "Detailed" evaluation mode
5: min_steps - (Optional) Minimum number of steps required for detailed evaluation
6: OUTPUT:

7: Correctness percentage
8: Feedback on incorrect steps (if detailed evaluation)
9: if evaluation_mode == łDirectž then

10: student_őnal_answer←student_solution_list[-1] {retrieve student’s őnal
answer}

11: evaluator_őnal_answer←evaluator_solution_list[-1] {retrieve evaluator’s
őnal answer}

12: if student_őnal_answer == evaluator_őnal_answer then

13: return 100 {Final answer is correct}
14: else

15: return 0 {Final answer is incorrect}
16: end if

17: else if evaluation_mode == łDetailedž then

18: correctness ← 0, feedback ← []
19: total_steps ← length(evaluator_solution_list)
20: min_steps ← length(student_solution_list)
21: if min_steps > total_steps or min_steps = None then

22: feedback ← łMinimum steps criteria not met.ž
23: return 0, feedback
24: else

25: total_steps ← max(total_steps, min_steps)
26: end if

27: for each step[i] in student_solution_list do

28: correct_step ← 0
29: for each step[j] in evaluator_solution_list do

30: if step[i] == step[j] then

31: correctness=correctness+(n/total_steps) {n% marks for total steps}
32: correct_step = correct_step + 1
33: end if

34: end for

35: if correct_step has no change then

36: feedback.append(łStep[i] is incorrectž)
37: end if

38: end for

39: if student_solution_list[-1] == evaluator_solution_list[-1] then

40: correctness ← correctness + (100 - n)
41: end if

42: return correctness
43: end if
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from both answer scripts are compared directly. For stepwise evaluation, each
step in the student’s answer is reduced to its canonical form and then evaluated.
Upon evaluation, the algorithm returns the correctness of the answer as a per-
centage out of 100. In the case of a detailed evaluation, it also provides feedback
on the correctness of individual steps, indicating any incorrect step numbers.

4 Datasets and Preprocessing

Multiple datasets were collected and merged to form a comprehensive dataset.
The dataset included three fields: Student answer, Reference answer and Grade
(treated as a label). In this section we discussed various datasets used for sub-
jective and mathematical answers evaluation:

4.1 Datasets for Subjective Answers

The dataset’s attributes provide information about the short answer responses,
including the questions and answers.

Mohler Dataset [4] The Mohler dataset, consisted of questions from introduc-
tory computer science assignments and responses from undergraduate students
at the University of North Texas. With 2273 student answers collected across
80 questions from 31 enrolled students, the dataset offered a diverse array of re-
sponses. Each answer was independently graded by two graduate student judges,
using a scale of 0 to 5. This gold standard grading, coupled with variations be-
tween annotators and a bias towards correct answers, provided valuable insights
into the challenges of automated grading.

DigiKlasaur-ASAG Dataset [5] The DigiKlasaur-ASAG dataset, sourced
from GitHub, constitutes a rich repository of educational assessment data aimed
at facilitating research endeavors in automated grading systems. Comprising a
comprehensive array of attributes, this dataset offers invaluable insights into stu-
dent responses, reference answers, and associated grading metrics. The dataset
has a total of 646 question answers. The answers were graded by a single human
judge, using an integer scale from 0(completely incorrect), 1(partially correct)
and 2(perfect answer).

4.2 Datasets for Mathematical Answers

CROHME [6]: The Competition for the Recognition of Online Handwritten
Mathematical Expressions (CROHME) dataset is a cornerstone resource for re-
searchers developing systems that recognize handwritten mathematical expres-
sions. It contains more than 10,000 expressions written by people from various
countries, offering a diverse range of handwriting styles. The expressions them-
selves come from a corpus designed to encompass a variety of mathematical
concepts, ensuring the dataset covers a broad spectrum of mathematical nota-
tion, from basic arithmetic to more complex functions.
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4.3 Data Preprocessing

The initial phase of the implementation of the automated classification system
involves data pre-processing. The dataset is loaded from a CSV file, containing
student answers, reference answers, and corresponding grades.

Prior to model training, the student answers and reference answers undergo
preprocessing steps, including punctuation removal and text conversion to low-
ercase. For WMD-based algorithm stopword removal and lemmatization were
performed, but, for BERT-based models stopwords were retained to provide
contextual information, especially for models like BERT, where stopwords con-
tribute to understanding negation words. The preprocessing steps of mathemat-
ical questions is expalined in section 3.2.

5 Experimental Results

This section discusses parameters used during training of models and summarizes
the results obtained from various approaches to assess subjective and mathemat-
ical answers.

5.1 Training of Models:

The training process involved multiple epochs, during which the model learned
from the data. Within each epoch, training was performed in batches to prevent
memory errors. During the training:

– Loss metrics were calculated at the end of each batch.

– Model weights were adjusted based on these metrics using an optimizer.

– The optimizer step involved updating the model’s parameters to minimize
the loss function.

– A learning rate scheduler was applied to adjust the learning rate over time,
optimizing training efficiency.

After each epoch, the model’s performance was evaluated using the validation
set, and the loss was recorded for further analysis.

Inferences from Training: Observations and inferences were made based
on the logged data during training:

– Data Distribution: The data distribution was heavily skewed towards higher
grades, affecting model performance. To address this, adjustments were made
to balance the dataset.

– Optimal Epochs: Initial experiments with eight epochs showed stagnant or
increasing validation loss, indicating overfitting. Upon analysis of training
and validation set losses, the number of epochs was reduced to four to prevent
overfitting and improve generalization.
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5.2 Results: Keyword Matching and WMD Algorithm:

This approach utilized a combination of semantic similarity through Word Mover’s
Distance (WMD) and keyword matching to evaluate English-based answers.
While providing a comprehensive assessment metric, it exhibited limitations in
accurately capturing semantic nuances. The model achieved a hit rate of only
25.57% within a margin of 0.5 grades and 48.66% within a margin of 1 grade
point.

5.3 Results: BERT with additional layers

Despite its lower computational complexity, this method yielded inferior results
compared to the BERT-based sequence classification model. The model achieved
a hit rate of only 24% within a margin of 0.5 grades and 50% within a margin
of 1 grade point. Consequently, it was replaced by the sequence classification
model in the final iteration.

5.4 Results: BERT based Sequence Classification

Upon completion of training, the trained model undergoes further evaluation
on a separate test set to evaluate its effectiveness in automating the grading
process. Various plots and metrics are utilized to assess the model’s effectiveness
in automating the grading process. These include:

Fig. 3: Histogram of Actual vs. Predicted Values

Figure 3 represents histogram of actual vs. predicted values, it provides a
visual comparison between the distribution of actual grades and the grades pre-
dicted by the model. It helps identify any discrepancies or biases in the model’s
predictions.

Figure 4(a) represents Density Plot of Grades, both actual and predicted
grades are overlaid on this plot, allowing for a comparative analysis of their
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distributions. This plot aids in assessing the model’s ability to accurately capture
the grade distribution in the dataset. Figure 4(b) represents the actual and
predicted scores assigned for the given test samples.

(a) Density Plot of Grades (b) Subset of Predicted vs Actual Grades

Fig. 4: Predicted vs Actual Grades

The post-training analysis revealed notable findings regarding the model’s
performance. Specifically, the model demonstrated an approximate 80% hit rate
within a margin of one grade point and a 54% hit rate within a margin of 0.5
grade points across a dataset comprising 7000 answer pairs. This performance
exceeded that of alternative models.

5.5 Results: Mathematical Answers

The model was trained and tested on the CROHME 2016 dataset. The model
achieves a Word Error Rate (WER) loss of 17.160%, implying that around
17.160% of the words in its predicted output sequence differ from those in the
ground truth. Additionally, it exhibits an Expansion Rate of 38.595%, suggesting
that, on average, its output sequences are approximately 38.595% longer than
the ground truth sequences. While the model demonstrates reasonable accuracy,
there’s room for improvement in optimizing the length of its output sequences to
better align with the ground truth, thus enhancing its overall performance. Table
1 presents sample results of converting handwritten mathematical expressions
(input) into LaTeX expressions (output) generated by the model.

Table 2 presents sample results illustrating the scoring of mathematical an-
swers through both direct evaluation and detailed evaluation methods. Using
direct evaluation, even though the value of x is correct, the score is 0 because
the value of y is incorrect. Whereas using a detailed evaluation, since the mini-
mum number of correct steps (i.e. 5 in this case) is met, marks are awarded to
the student.

The mathematical evaluation process yielded promising results in two key
metrics.
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Input Image Latex Output

\int{g} = \lim\_{n\rightarrow\infty}\int{g_{n}}

\frac{a}{b+\sqrt{c}}

Table 1: Results: Expression input and the LaTeX output

– Conversion of handwritten expressions to LaTeX: The model showcased an
accuracy of approximately 83%.

– Correctness of the evaluation algorithm: Given that the converted expression
is correct, the algorithm evaluated all direct answers and 78% of the detailed
answers correctly. Instances of incorrect evaluation in detailed answers were
primarily attributed to either inaccuracies within the SymPy library or the
algorithm’s challenge in discerning repeated steps within a solution, where
students might receive full credit for redundant steps. Overall, out of 50 full
test cases, the system gave 38 correct evaluations which is 76% as shown in
Figure 5.

Fig. 5: Performance Results of Mathematical Evaluation

5.6 Concluding Outcomes

The evaluation of English-based answers utilizing the BERT-based sequence
models demonstrates promising results as clearly seen in Table 3 and Fig. 6,
giving accurate evaluations far better than the Keyword matching approach.
Similarly, the recognition and evaluation of mathematical expressions using OCR
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Evaluator’s Answer Student’s Answer Score Assigned

0
(Direct Evaluation)

100
(Detailed Evaluation)

Table 2: Results: Sample Scoring of Mathematical Answers

technology and the SymPy library offer a reliable method for assessing mathe-
matical answers as described in subsection 5.5.

Additionally, evaluation metrics such as Root Mean Square Error (RMSE),
Mean Absolute Error (MAE), R-squared, Hit rate, and linear weighted Kappa
score are computed to quantify the model’s performance:

– RMSE (Root Mean Square Error): Measures the average deviation of pre-
dicted grades from actual grades, providing a quantitative assessment of
prediction accuracy.

– MAE (Mean Absolute Error): Represents the average absolute difference
between predicted and actual grades, offering insights into the magnitude of
prediction errors.

– R-squared (Coefficient of Determination): Indicates the proportion of vari-
ance in grades that is predictable from the model’s predictions, serving as a
measure of model fit to the data.

– Hit Rate: Reflects the proportion of correctly predicted grades within a spec-
ified margin of error, indicating the model’s accuracy in grade prediction.

– Linear Weighted Kappa: Assesses how closely the predicted grades from a
model match the actual (or true) grades, with a focus on penalizing larger
discrepancies more than smaller ones.

Upon completion of training, the trained model undergoes further evaluation on
a separate test set to evaluate its effectiveness in automating the grading process.
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The evaluation metrics obtained include Root Mean Square Error (RMSE) of
0.87, Mean Absolute Error (MAE) of 0.62, R-squared value of 0.65, Hit Rate
of 0.8, and Linear Weighted Kappa score of 0.659, which indicates substantial
agreement between the actual and predicted scores.

Overall, these evaluation metrics provide comprehensive insights into the
model’s performance and effectiveness in automating the grading process.

Metric
Keyword

Matching

BERT based Seq-

uence Classification

RMSE 1.45 0.87

MAE 1.16 0.62

Hit Rate ± 0.5 25.57 % 53.84%

Hit Rate ± 1 48.66 % 80.45%

R-squared 0.018 0.804

Linear weighted kappa 0.082 0.659

Table 3: English Evaluation Results

Fig. 6: Grades Density Distribution

6 Conclusion and Future Directions

In conclusion, we have developed the AASE system that is capable of evalu-
ating both subjective as well mathematical answers and it is a significant step
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towards automating the grading process in education. Through the integration
of an advanced BERT-based sequence classification for subjective answers, and
the evaluation algorithm for mathematical answers, the system offers a reliable
solution to the challenges associated with manual grading procedures. We evalu-
ated and tested the AASE system on multiple real-world datasets, assessed it for
different evaluation metrics, and achieved the accuracy of 80.45% for subjective
answer evaluation and 76% for mathematical answers.

Moving forward, further optimization and refinement of the AASE system
could enhance its performance and expand its applicability across different edu-
cational domains. Additionally, ongoing research and development efforts in the
field of automated grading systems will continue to drive innovation and improve
the efficiency and fairness of educational evaluation processes.

This AASE has scope for improvement. They are as follows:

– Improving the pre-processing part for mathematical evaluation and modi-
fying the model in a way that it can detect the expressions without image
segmentation and streamline the overall process.

– Implementing a more strict evaluation algorithm for the detailed evaluation
of mathematical answers. This could involve refining the criteria for assessing
student responses, perhaps by detecting and penalizing redundant steps more
effectively. A more rigorous algorithm would lead to more precise evaluations
and better feedback for students.

– During generalization training for English-based assessment, we faced chal-
lenges with dataset density, notably spikes at grade points 4 and 5. Con-
versely, limited data at lower grade points led to lenient grading. Solutions
include using uniformly distributed datasets or tailoring data distribution to
suit user needs, aiding the model in adapting its training.
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