
Table S1 Comparing the Performance of 14 Machine Learning Models for Predicting the Risk of In-Hospital Death among Patients with IS

	Model
	AUC
	L 95CI
	H 95CI

	GBDT
	0.832
	0.789
	0.873

	CatBoost
	0.828
	0.781
	0.871

	RF
	0.828
	0.778
	0.871

	LightGBM
	0.827
	0.778
	0.870

	LDA
	0.826
	0.775
	0.871

	XGBoost
	0.824
	0.778
	0.867

	ET
	0.819
	0.770
	0.866

	NB
	0.818
	0.771
	0.860

	AB
	0.812
	0.763
	0.856

	LR
	0.789
	0.736
	0.840

	KNN
	0.744
	0.680
	0.801

	SVM
	0.717
	0.645
	0.783



GBDT: Gradient Boosting Decision Tree; RF: Random Forest; ET: ExtraTrees; NB: Naive Bayes; AB: AdaBoost; LR: Logistic regression; KNN: K-nearest neighbor; SVM: Support vector machines
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Figure S1 Detailed performance metrics were obtained for 14 machine learning models.
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