ENR-CV:10 fold (cutoff:0.5, alpha:0.9)
ENR-CV:10 fold (cutoff:0.5, alpha:0.7)
Lasso.R—-CV:10 fold (cutoff:0.5)
ENR-CV:10 fold (cutoff:0.5, alpha:0.8)
ENR-CV:10 fold (cutoff:0.5, alpha:0.6)
ENR-CV:10 fold (cutoff:0.5, alpha:0.5)
ENR-CV:10 fold (cutoff:0.5, alpha:0.4)
ENR-CV:10 fold (cutoff:0.5, alpha:0.3)
ENR-CV:10 fold (cutoff:0.5, alpha:0.2)
ENR-CV:10 fold (cutoff:0.5, alpha:0.1)
SVM-default+Lasso—CV:10 fold (kernel: linear)
SVM-CV:10 fold+Lasso—CV:10 fold (kernel: linear)
StepWise—AIC+LR (cutoff:0.5)
RR-CV:10 fold (cutoff:0.5)
NN-MLP (cutoff:0.75, Ir:0.005, bs:32, ep:50, dropout:0.25)
RF (mtry=11, 25%p)
NN-MLP (cutoff:0.5, Ir:0.005, bs:32, ep:50, dropout:0.25)
LR (cutoff:0.5)
GBM-default+Lasso—CV:10 fold (cutoff:0.5)
RF+Lasso—CV:10 fold (mtry=20, 50%p)
LDA+Lasso—CV:10 fold
NN-MLP (cutoff:0.75, Ir:0.01, bs:160, ep:50, dropout:0.25)
RF+Lasso—CV:10 fold (mtry=30, 75%p)
RF (mtry=30, 75%p)
RF+Lasso—CV:10 fold (mtry=11, 25%p)
SVM-CV:10 fold+Lasso—CV:10 fold (kernel: polynomial)
NN-MLP (cutoff:0.5, Ir:0.01, bs:160, ep:50, dropout:0.25)
LDA
SVM-CV:10 fold+Lasso—CV:10 fold (kernel: radial)
GBM-default (cutoff:0.5)
NN-MLP (cutoff:0.75, Ir:0.01, bs:32, ep:50, dropout:0.25)
XGBoost-default+Lasso—CV:10 fold (cutoff:0.5)
XGBoost-default+Lasso—CV:10 fold (cutoff:0.75)
NN-MLP (cutoff:0.5, Ir:0.005, bs:96, ep:50, dropout:0.5)
StepWise—AIC+LR (cutoff:0.75)
NN-MLP (cutoff:0.25, Ir:0.005, bs:32, ep:50, dropout:0.25)
NN-MLP (cutoff:0.5, Ir:0.01, bs:32, ep:50, dropout:0.25)
LR (cutoff:0.75)
NN-MLP (cutoff:0.25, Ir:0.01, bs:160, ep:50, dropout:0.25)
SVM-CV:10 fold (kernel: radial)
SVM-default+Lasso—CV:10 fold (kernel: radial)
NN-MLP (cutoff:0.5, Ir:0.005, bs:96, ep:50, dropout:0.25)
NN-MLP (cutoff:0.25, Ir:0.01, bs:32, ep:50, dropout:0.25)
NN-MLP (cutoff:0.5, Ir:0.001, bs:32, ep:50, dropout:0.25)
NN-MLP (cutoff:0.5, Ir:0.005, bs:224, ep:50, dropout:0.25)
KNN (k=3)
XGBoost-default (cutoff:0.75)
SVM-default (kernel: linear)
SVM-CV:10 fold (kernel: linear)
GBM-default+Lasso—-CV:10 fold (cutoff:0.75)
SVM-default (kernel: radial)
SVM-CV:10 fold (kernel: polynomial)
NN-MLP (cutoff:0.5, Ir:0.005, bs:224, ep:50, dropout:0.5)
NN-MLP (cutoff:0.75, Ir:0.05, bs:96, ep:50, dropout:0.25)
KNN (k=2)
KNN (k=4)
XGBoost-default+Lasso—CV:10 fold (cutoff:0.25)
NN-MLP (cutoff:0.5, Ir:0.001, bs:96, ep:50, dropout:0.5)
RF (mtry=20, 50%p)
GBM-default (cutoff:0.75)
XGBoost—default (cutoff:0.5)
NN-MLP (cutoff:0.5, Ir:0.01, bs:96, ep:50, dropout:0.5)
LR (cutoff:0.25)
KNN (k=1)
NN-MLP (cutoff:0.5, Ir:0.01, bs:224, ep:50, dropout:0.25)
XGBoost—-CV:10 fold (cutoff:0.25)
XGBoost—default (cutoff:0.25)
NN-MLP (cutoff:0.5, Ir:0.01, bs:160, ep:50, dropout:0.5)
KNN+Lasso-CV:10 fold (k=1)
QDA
KNN+Lasso—-CV:10 fold (k=5)
StepWise—AIC+LR (cutoff:0.25)
GBM-default (cutoff:0.25)
NN-MLP (cutoff:0.5, Ir:0.001, bs:96, ep:50, dropout:0.25)
KNN (k=5)
NN-MLP (cutoff:0.5, Ir:0.001, bs:160, ep:50, dropout:0.25)
NN-MLP (cutoff:0.5, Ir:0.01, bs:96, ep:50, dropout:0.25)
KNN+Lasso-CV:10 fold (k=4)
NN-MLP (cutoff:0.5, Ir:0.005, bs:160, ep:50, dropout:0.25)
NN-MLP (cutoff:0.5, Ir:0.01, bs:32, ep:50, dropout:0.5)
NN-MLP (cutoff:0.5, Ir:0.01, bs:224, ep:50, dropout:0.5)
XGBoost—-CV:10 fold+Lasso—CV:10 fold (cutoff:0.25)
NN-MLP (cutoff:0.25, Ir:0.01, bs:160, ep:50, dropout:0.5)
NN-MLP (cutoff:0.5, Ir:0.001, bs:32, ep:50, dropout:0.5)
NN-MLP (cutoff:0.5, Ir:0.001, bs:160, ep:50, dropout:0.5)
Lasso.R-CV:10 fold (cutoff:0.75)
ENR-CV:10 fold (cutoff:0.75, alpha:0.7)
ENR-CV:10 fold (cutoff:0.75, alpha:0.8)
ENR-CV:10 fold (cutoff:0.75, alpha:0.9)
NN-MLP (cutoff:0.5, Ir:0.005, bs:160, ep:50, dropout:0.5)
KNN+Lasso—-CV:10 fold (k=3)
NN-MLP (cutoff:0.75, Ir:0.005, bs:96, ep:50, dropout:0.25)
GBM-default+Lasso—CV:10 fold (cutoff:0.25)
ENR-CV:10 fold (cutoff:0.75, alpha:0.3)
ENR-CV:10 fold (cutoff:0.75, alpha:0.4)
ENR-CV:10 fold (cutoff:0.75, alpha:0.5)
ENR-CV:10 fold (cutoff:0.75, alpha:0.6)
NN-MLP (cutoff:0.5, Ir:0.001, bs:224, ep:50, dropout:0.5)
ENR-CV:10 fold (cutoff:0.75, alpha:0.1)
ENR-CV:10 fold (cutoff:0.75, alpha:0.2)
NN-MLP (cutoff:0.25, Ir:0.01, bs:224, ep:50, dropout:0.25)
NN-MLP (cutoff:0.25, Ir:0.01, bs:96, ep:50, dropout:0.5)
NN-MLP (cutoff:0.25, Ir:0.005, bs:96, ep:50, dropout:0.25)
NN-MLP (cutoff:0.5, Ir:0.05, bs:160, ep:50, dropout:0.5)
NN-MLP (cutoff:0.75, Ir:0.01, bs:96, ep:50, dropout:0.25)
NN-MLP (cutoff:0.5, Ir:0.005, bs:32, ep:50, dropout:0.5)
RR-CV:10 fold (cutoff:0.75)
NN-MLP (cutoff:0.25, Ir:0.01, bs:96, ep:50, dropout:0.25)
NN-MLP (cutoff:0.25, Ir:0.01, bs:32, ep:50, dropout:0.5)
NN-MLP (cutoff:0.75, Ir:0.001, bs:160, ep:50, dropout:0.25)
NN-MLP (cutoff:0.25, Ir:0.005, bs:160, ep:50, dropout:0.25)
NN-MLP (cutoff:0.5, Ir:0.05, bs:160, ep:50, dropout:0.25)
SVM-default (kernel: polynomial)
NN-MLP (cutoff:0.75, Ir:0.005, bs:160, ep:50, dropout:0.25)
NN-MLP (cutoff:0.25, Ir:0.05, bs:160, ep:50, dropout:0.25)
XGBoost-CV:10 fold+Lasso—CV:10 fold (cutoff:0.5)
SVM-default+Lasso—CV:10 fold (kernel: polynomial)
NN-MLP (cutoff:0.5, Ir:0.001, bs:224, ep:50, dropout:0.25)
NaiveBayes+Lasso—CV:10 fold
ENR-CV:10 fold (cutoff:0.25, alpha:0.8)
NN-MLP (cutoff:0.5, Ir:0.05, bs:96, ep:50, dropout:0.25)
NN-MLP (cutoff:0.75, Ir:0.001, bs:32, ep:50, dropout:0.5)
NN-MLP (cutoff:0.75, Ir:0.001, bs:32, ep:50, dropout:0.75)
NN-MLP (cutoff:0.75, Ir:0.005, bs:32, ep:50, dropout:0.5)
NN-MLP (cutoff:0.5, Ir:0.005, bs:32, ep:50, dropout:0.75)
NN-MLP (cutoff:0.75, Ir:0.005, bs:32, ep:50, dropout:0.75)
NN-MLP (cutoff:0.75, Ir:0.01, bs:32, ep:50, dropout:0.5)
NN-MLP (cutoff:0.5, Ir:0.01, bs:32, ep:50, dropout:0.75)
NN-MLP (cutoff:0.75, Ir:0.01, bs:32, ep:50, dropout:0.75)
NN-MLP (cutoff:0.75, Ir:0.05, bs:32, ep:50, dropout:0.25)
NN-MLP (cutoff:0.5, Ir:0.05, bs:32, ep:50, dropout:0.5)
NN-MLP (cutoff:0.75, Ir:0.05, bs:32, ep:50, dropout:0.5)
NN-MLP (cutoff:0.5, Ir:0.05, bs:32, ep:50, dropout:0.75)
NN-MLP (cutoff:0.75, Ir:0.05, bs:32, ep:50, dropout:0.75)
NN-MLP (cutoff:0.75, Ir:0.001, bs:96, ep:50, dropout:0.25)
NN-MLP (cutoff:0.75, Ir:0.001, bs:96, ep:50, dropout:0.5)
NN-MLP (cutoff:0.75, Ir:0.001, bs:96, ep:50, dropout:0.75)
NN-MLP (cutoff:0.75, Ir:0.005, bs:96, ep:50, dropout:0.5)
NN-MLP (cutoff:0.5, Ir:0.005, bs:96, ep:50, dropout:0.75)
NN-MLP (cutoff:0.75, Ir:0.005, bs:96, ep:50, dropout:0.75)
NN-MLP (cutoff:0.75, Ir:0.01, bs:96, ep:50, dropout:0.5)
NN-MLP (cutoff:0.5, Ir:0.01, bs:96, ep:50, dropout:0.75)
NN-MLP (cutoff:0.75, Ir:0.01, bs:96, ep:50, dropout:0.75)
NN-MLP (cutoff:0.75, Ir:0.05, bs:96, ep:50, dropout:0.5)
NN-MLP (cutoff:0.5, Ir:0.05, bs:96, ep:50, dropout:0.75)
NN-MLP (cutoff:0.75, Ir:0.05, bs:96, ep:50, dropout:0.75)
NN-MLP (cutoff:0.75, Ir:0.001, bs:160, ep:50, dropout:0.5)
NN-MLP (cutoff:0.75, Ir:0.001, bs:160, ep:50, dropout:0.75)
NN-MLP (cutoff:0.75, Ir:0.005, bs:160, ep:50, dropout:0.5)
NN-MLP (cutoff:0.5, Ir:0.005, bs:160, ep:50, dropout:0.75)
NN-MLP (cutoff:0.75, Ir:0.005, bs:160, ep:50, dropout:0.75)
NN-MLP (cutoff:0.75, Ir:0.01, bs:160, ep:50, dropout:0.5)
NN-MLP (cutoff:0.5, Ir:0.01, bs:160, ep:50, dropout:0.75)
NN-MLP (cutoff:0.75, Ir:0.01, bs:160, ep:50, dropout:0.75)
NN-MLP (cutoff:0.75, Ir:0.05, bs:160, ep:50, dropout:0.25)
NN-MLP (cutoff:0.75, Ir:0.05, bs:160, ep:50, dropout:0.5)
NN-MLP (cutoff:0.5, Ir:0.05, bs:160, ep:50, dropout:0.75)
NN-MLP (cutoff:0.75, Ir:0.05, bs:160, ep:50, dropout:0.75)
NN-MLP (cutoff:0.75, Ir:0.001, bs:224, ep:50, dropout:0.25)
NN-MLP (cutoff:0.75, Ir:0.001, bs:224, ep:50, dropout:0.5)
NN-MLP (cutoff:0.75, Ir:0.005, bs:224, ep:50, dropout:0.25)
NN-MLP (cutoff:0.75, Ir:0.005, bs:224, ep:50, dropout:0.5)
NN-MLP (cutoff:0.5, Ir:0.005, bs:224, ep:50, dropout:0.75)
NN-MLP (cutoff:0.75, Ir:0.005, bs:224, ep:50, dropout:0.75)
NN-MLP (cutoff:0.75, Ir:0.01, bs:224, ep:50, dropout:0.25)
NN-MLP (cutoff:0.75, Ir:0.01, bs:224, ep:50, dropout:0.5)
NN-MLP (cutoff:0.75, Ir:0.01, bs:224, ep:50, dropout:0.75)
NN-MLP (cutoff:0.75, Ir:0.05, bs:224, ep:50, dropout:0.25)
NN-MLP (cutoff:0.75, Ir:0.05, bs:224, ep:50, dropout:0.5)
NN-MLP (cutoff:0.5, Ir:0.05, bs:224, ep:50, dropout:0.75)
NN-MLP (cutoff:0.75, Ir:0.05, bs:224, ep:50, dropout:0.75)
NN-MLP (cutoff:0.5, Ir:0.001, bs:96, ep:50, dropout:0.75)
Lasso.R-CV:10 fold (cutoff:0.25)
ENR-CV:10 fold (cutoff:0.25, alpha:0.9)
NN-MLP (cutoff:0.75, Ir:0.001, bs:224, ep:50, dropout:0.75)
NN-MLP (cutoff:0.25, Ir:0.05, bs:160, ep:50, dropout:0.5)
NN-MLP (cutoff:0.75, Ir:0.001, bs:32, ep:50, dropout:0.25)
KNN+Lasso—-CV:10 fold (k=2)
NN-MLP (cutoff:0.5, Ir:0.001, bs:160, ep:50, dropout:0.75)
ENR-CV:10 fold (cutoff:0.25, alpha:0.5)
NN-MLP (cutoff:0.5, Ir:0.01, bs:224, ep:50, dropout:0.75)
ENR-CV:10 fold (cutoff:0.25, alpha:0.4)
ENR-CV:10 fold (cutoff:0.25, alpha:0.3)
ENR-CV:10 fold (cutoff:0.25, alpha:0.7)
NN-MLP (cutoff:0.5, Ir:0.05, bs:96, ep:50, dropout:0.5)
XGBoost-CV:10 fold (cutoff:0.5)
ENR-CV:10 fold (cutoff:0.25, alpha:0.2)
NN-MLP (cutoff:0.25, Ir:0.05, bs:96, ep:50, dropout:0.5)
NN-MLP (cutoff:0.25, Ir:0.005, bs:224, ep:50, dropout:0.25)
ENR-CV:10 fold (cutoff:0.25, alpha:0.1)
ENR-CV:10 fold (cutoff:0.25, alpha:0.6)
NN-MLP (cutoff:0.25, Ir:0.01, bs:224, ep:50, dropout:0.5)
NN-MLP (cutoff:0.25, Ir:0.005, bs:32, ep:50, dropout:0.5)
NaiveBayes
NN-MLP (cutoff:0.5, Ir:0.05, bs:224, ep:50, dropout:0.5)
RR-CV:10 fold (cutoff:0.25)
NN-MLP (cutoff:0.25, Ir:0.005, bs:160, ep:50, dropout:0.5)
NN-MLP (cutoff:0.25, Ir:0.05, bs:96, ep:50, dropout:0.25)
NN-MLP (cutoff:0.5, Ir:0.001, bs:32, ep:50, dropout:0.75)
NN-MLP (cutoff:0.25, Ir:0.05, bs:224, ep:50, dropout:0.5)
NN-MLP (cutoff:0.5, Ir:0.001, bs:224, ep:50, dropout:0.75)
NN-MLP (cutoff:0.25, Ir:0.001, bs:96, ep:50, dropout:0.25)
DT+Lasso—CV:10 fold
NN-MLP (cutoff:0.25, Ir:0.005, bs:96, ep:50, dropout:0.5)
NN-MLP (cutoff:0.25, Ir:0.001, bs:32, ep:50, dropout:0.25)
NN-MLP (cutoff:0.5, Ir:0.05, bs:224, ep:50, dropout:0.25)
NN-MLP (cutoff:0.5, Ir:0.05, bs:32, ep:50, dropout:0.25)
NN-MLP (cutoff:0.25, Ir:0.05, bs:32, ep:50, dropout:0.25)
QDA+Lasso-CV:10 fold
DT
NN-MLP (cutoff:0.25, Ir:0.001, bs:32, ep:50, dropout:0.5)
NN-MLP (cutoff:0.25, Ir:0.05, bs:32, ep:50, dropout:0.5)
NN-MLP (cutoff:0.25, Ir:0.05, bs:224, ep:50, dropout:0.25)
NN-MLP (cutoff:0.25, Ir:0.001, bs:160, ep:50, dropout:0.5)
NN-MLP (cutoff:0.25, Ir:0.001, bs:160, ep:50, dropout:0.25)
NN-MLP (cutoff:0.25, Ir:0.001, bs:96, ep:50, dropout:0.5)
XGBoost-CV:10 fold+Lasso—CV:10 fold (cutoff:0.75)
XGBoost-CV:10 fold (cutoff:0.75)
NN-MLP (cutoff:0.25, Ir:0.005, bs:224, ep:50, dropout:0.5)
NN-MLP (cutoff:0.25, Ir:0.05, bs:160, ep:50, dropout:0.75)
NN-MLP (cutoff:0.25, Ir:0.001, bs:224, ep:50, dropout:0.25)
NN-MLP (cutoff:0.25, Ir:0.01, bs:160, ep:50, dropout:0.75)
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