Table 2. Properties of the hyperparameters used in the model
	HyperParameters
	Value

	Optimization algorithm
	Adam

	Learning Rate
	0.001

	Epoch
	10

	Batch Size
	16
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