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S.I. FUNCTIONALISATION

A. Nanodiamond characterisation and surface
functionalisation

Two types of fluorescent NDs were treated in an iden-
tical procedure to ensure comparability between the re-
sults of the functionalisation. The HPHT highly fluo-
rescent NDs eventually used for the thermometry study
were purchased from Mircodiamant (Pureon), treated as
reported in [1] (see Methods) and subsequently covalently
functionalised in a stepwise manner with a L-tyrosyl-L-
leucine dipeptide based on a recently reported method
for the stable and biocompatible dipeptide functionalised
detonation ND particles [2]. As a model system with
highly comparable properties, and sufficient availability
of the starting material, a moderately fluorescent HPHT
NDs purchased from Microdiamant (Pureon) with com-
parable particle size and morphology, production and
cleaning method, was employed as a model system to
monitor the reaction progress and confirm dipeptide at-
tachment by analytical methods. The only difference
with the highly fluorescent HPHT NDs is the irradiation
dose.

Due to a different initial surface termination of the flu-
orescent NDs starting material compared to the detona-
tion nanodiamond (DND) particles used in the previously
reported procedure [2], the synthetic procedure had to be
adjusted and further optimized for working with small
quantities of fluorescent HPHT ND. Firstly, carboxylic
acid surface groups of ND were reduced with borane-
tetrahydrofuran yielding ND-OH with an increased num-
ber of hydroxyl groups. These hydroxyl groups were
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FIG. S.1: Fluorescence spectra of NDs in water and in BSA. 60 seconds, 2 pW 513 nm excitation, background
corrected

subsequently used to anchor a short aromatic linker
molecule to the particle surface using diazonium cou-
pling technology as reported earlier [3]. Finally, alkyne-
modified tyrosyl-leucine dipeptide was covalently bound
to azide functionalised particles ND-O-N3 by Cu(I)-
catalysed “click” reaction giving dipeptide functionalised
ND-O-Tyr-Leu (Fig. 2c).

B. Methods for nanodiamond characterisation

FT-IR spectra were recorded with a Thermo Fischer
Nicolet iS5 equipped with a unit for diffuse reflectance
infrared fourier transform spectroscopy (DRIFTS). Par-
ticle size determination and zeta potential measurements
performed in doubly distilled water (pH 6 — 7) using a
Malvern Zetasizer Nano ZS (dynamic light scattering,
backscattering mode) equipped with autotitrator MPT-
2. The zeta potential was measured at the intrinsic pH of
the sample. Particle size distributions were obtained as
volume distribution (Dv(10), Dv(50), Dv(90)) using the
Marquardt method. For centrifugation of the particles a
Thermo Scientific Sorvall MTX 150 ultracentrifuge with
a swing-out rotor was used.

C. Characterization of the fluorescent
nanodiamond staring material model system

FT-IT(DRIFTS): 7 = 3550 (br, v(O-H)), 1791 (s,
v(C=0)), 1629 (m), 1458 (m), 1383 (s, §(0O-H)), 1187
(w), 1089 (w, v(C-0)), 714 (w), 672 (w), 649 (w), 505
(m) cm™. Zeta potential: —33.7 & 1.10 mV (doubly dis-
tilled water, intrinsic pH = 5.2). Particle size (DLS): 10
% 76.1 £8.71 nm, 50 % 140 + 14.6 nm, 90 % 247 +

11.5 nm (doubly distilled water).

D. Reduction of the carboxylated starting material

NDs were isolated by ultracentrifugation (52 k rpm,
30 min) and washed twice with tetrahydrofuran before
dispersing them in 10 mL of dry tetrahydrofuran un-
der nitrogen atmosphere with the help of an ultrasonic
bath. After 15 min of sonication, 2 mL of borane-
tetrahydrofuran (1 M) were added drop-wise. The dis-
persion was heated under reflux for 4 d. Then, hydrochlo-
ric acid (2 M) was added to the dispersion carefully until
hydrogen generation stopped. The particles were subse-
quently centrifuged (16 k rpm, 15 min) and washed with
acetone. After removing the supernatant, the particles
were stirred in 20 mL of doubly distilled water for 2 h fol-
lowed by two washing cycles with doubly distilled water
to obtain ND-OH.

FT-IR (DRIFTS): # = 3560 (br, v(O-H)), 2966 (m,
v(C-H)), 2903 (w, v(C H)) 1774 (m, v(C=0)), 1632 (m )
1454 (w), 1375 (s, 8(O-H)), 1260 (s), 1095 (s, »(C-0)),

s
1026 (m), 867 (w), 804 (s, 7(C-H)), 685 (w), 505 (w)
m!. Zeta potential: —25.8 £ 0.75 mV (doubly distilled
water, intrinsic pH = 7.4). Particle size (DLS): 10 %
76.7 +7.49 nm, 50 % 146 £+ 17.3 nm, 90 % 265 + 15.9
nm (doubly distilled water).

E. Attachment of the aromatic azide linker

ND-OH was dispersed in 30 mL of doubly distilled
water using an ultrasonic bath for 30 min. Afterwards,
the dispersion was heated up to 80 °C and 50 mg of
4-(2-azidoethyl)phenylamine (0.31 mmol) and 50 pL of



amyl nitrite (45.7 mg, 0.39 mmol) were added. The dis-
persion was stirred overnight at 80 °C and then allowed
to cool to room temperature. Followed by isolation us-
ing ultracentrifugation (52 k rpm), the particles were ex-
tensively washed with acetone (3x), dimethylformamide
(3x), acetone (3x), dimethylformamide (3x) and finally
doubly distilled water (3x) yielding azide functionalised
ND-O-Ng3.

FT-IR (DRIFTS): ¥ = 3445 (br, v(O-H)), 2961 (m,
v(C-H)), 2927 (w, v(C-H)), 2864 (w, v(C-H)), 2102 (m,
v(N3)), 1762 (m, (C=0)), 1633 (m), 1452 (w), 1373 (s,
0(0-H)), 1261 (s), 1101 (s, v(C-0O)), 1055 (m), 863 (w),
807 (s, 6(C-Hi 4-arom)), 706 (w), 685 (w), 530 (w) 507 (w)
cmt. Zeta potential: —20.2 4 0.23 mV (doubly distilled
water, intrinsic pH = 6.7). Particle size (DLS): 10 %
92.7 £ 1.52nm, 50 % 154 + 3.51 nm, 90 % 243 4+ 8.54
nm (doubly distilled water).

F. Conjugation with L-Tyr-L-Leu dipeptide by
’click’ reaction

ND-0O-N3 was washed twice with dimethylformamide
(52 k rpm, 30 min) before redispersing it in 10 mL of de-
gassed dimethylformamide. The dispersion was degassed
under nitrogen atmosphere by bubbling nitrogen through
it and simultaneously sonicating for 15 min. Then, 13.3
mg of copper (II) sulfate (0.08 mmol) were added and
the degassing procedure was repeated. Next, 33.3 mg of
sodium ascorbate (0.17 mmol) were added and the dis-
persion was stirred for 1 h before addition of 20.0 mg
of Tyr(O-propargyl)-Leu (0.06 mmol). The disper-
sion was stirred under nitrogen atmosphere and at room
temperature for 5 d. Afterwards, the particles were ultra-
centrifuged (52 k rpm, 30 min) and washed consecutively
with dimethylformamide (3x), acetone (3x), ethylenedi-
aminetetraacetic acid (EDTA, 0.1 M) solution (3x) and
doubly distilled water (3x) to yield ND-O-Tyr-Leu.

FT-IR (DRIFTS): 7 = 3444 (br, v(0-H)), 2962 (m,
v(C-H)), 2876 (w, v(C-H)), 1643 (m, v(C=0), amide I),
1509 (w, /(C=Carom)), 1458 (w), 1374 (s, 5(O-H)), 1263
(m), 1217 (w, v(C-0)), 1179 (w), 1098 (m, v(C-0)), 942
(w), 811 (m, 6(C-Hi 4-arom)), 711 (w), 685 (w), 529 (w)
cml. Zeta potential: —21.0 £ 0.25 mV (doubly distilled
water, intrinsic pH = 6.5). Particle size (DLS): 10 %
92.6 4+ 6.61 nm, 50 % 154 & 3.00 nm, 90 % 244 £ 10.6
nm (doubly distilled water).

S.II. DERIVATION SURFACE POTENTIAL
SENSING

Electrical field inside the nanodiamond

Despite the diversity of ND shapes, we will assume first
that they are all spheres to see if such a simple approach is
enough to describe the effect of electrical field on the ND

ODMR spectra. Then, due to spherical symmetry, the
potential outside the charged ND is written as follows:

1 q
= X = E.1l
dmerg,060 T (E.1)

Y(g,r)

With e,m,0 being the relative permittivity of water
and €g the permittivity of free space respectively, r, the
distance from the centre.

In the case of the surface potential (1) of a particle
of charge @, with R being the radius of the particle, we
have:

1 Q
=— X —=. E.2
4TI'€TH2050 x R ( )

Yo

Experimental studies using NV inclusions in ND show
that the electric field inside ND is non-zero. Since the
causes of charges in ND are processes occurring at the
interface "ND - liquid”, as a first approximation we use
the assumption that the charge density inside ND, p(r),
is distributed linearly and has a maximum value on its
surface:

r

= Pmaz 3 - E.3
o) = pmas (£3)
We find ppq. from the normalisation condition:
Q= / p(r)dV = TpmaxR>. (E.4)
1%

To find the field distribution inside the ND, we apply

Gauss theorem,
/ p(r)dV = j{DndS.
v

Where S is a spherical surface with a centre coinciding
with the centre of the ND and radiusr. D,, = €,mg20&rdFn
is the normal component of the electrical induction vector
to the surface S. F, is the normal component of electrical
field strength to the spherical surface S. €,.4 is the relative
permittivity of diamond. Due to the spherical symmetry
of the system and the negative polarity of the stern layer
on ND surface, the directions of the vectors D, E and r
coincide, and their modules are equal to the components
normal to the S surfaces.

Furthermore, we have

(E.5)

]{DndS = 4o a B(r). (E.6)
Using equation E.5 we obtain
B(r) = 12000 2. (E.7)

ET-ng

For our ND we use €,5,0 = 81, €,¢ = 5.7 [4-6] and
R=50x10"9m
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FIG. S.2: DRIFT spectra of the different surface functionalisation stages of fluorescent nanodiamond (model
system). Gray areas highlight significant bands.



Electrical field sensing with NVs

If we neglect the random magnetic field and the hyper-
fine interaction, the Hamiltonian is [6-8] :

H = (Dgs +11.)S2 + 11,(S; — 52) +11,(S25, + SySa).-
(E.8)
Here, the vector z is the NV axis, the vector = is de-
fined such that one of the carbon-vacancy bonds lies
in the x-z plane, S is the electronic spin-1 operator
of the NV. H{z,y} = dJ_E{xyy} and II, = d||EZ and
{dy,d.} = {0.35;17} Hzem/V with E being the elec-
trical field [9].
And the energy levels are

Dyy — /T2 + 112 + 11, Dy + /T2 + 112 + IL,. (E.9)

With the splitting, s = 2,/II2 —|—H§, using B, =
\/ B2 + EZ we have

s=2d,E,. (E.10)

Modelling the ND spectra from a 100 NVs

1. Sphere of 100 nm diameter divided into shells of 5
nm

ﬁ
2. Decrea_si)ng surface electrical fields are E; =
{Es1,Es2, ...} created using equation E.7.

(a) The ODMR spectra from a 25 nm ND with
a very shallow NV exposed the surface (see
figure S.3), suggests that the E| could go
up to 1.22 x 10V/em. The maximum value
of 2 x 10°V/em (corresponding to a surface
potential of 0.7 V) for the magnitude of the

surface electrical (||Es||) field was chosen as
higher values did not significantly improved
the fitting (i.e. Rsquare). Indeed greater val-
ues lead to splitting greater than the width of
the ODMR spectra.

(b) We also assume that most charges on the ND’s
surface are negative as as the particles showed
negative zeta potential.

(c) We assume that the interaction with the pro-
teins does not change the sign of the potential.

3. For a first shell, the most shallow one, the sum of
the surface and bulk electrical field are calculated:

— = =
Esp1 = Es1 + Ey (E.11)

(a) We assume the bulk electrical field is negative
as modelled by Dinani et al. [10] but further
investigation are needed to confirm that it is
the case for our diamond as the laser light can
ionise the nitrogen atoms N~ into NT.

(b) We kept the value of the magnitude of the bulk
electrical field || Ey|| constant.

i. This is because unlike the FWHM that in-
creases by 24% with BSA (bovine serum
albumin 300g/L, n= 7), the splitting only
fluctuate by approximately 13% (1.5 MHz
standard deviation for a 12 MHz average
fitting, N= 13) among the different NDs
and conditions (7.e. in water and BSA see
figure S.4). If the bulk field was increas-
ing because of the increase of charge den-
sity in the ND (from water to BSA), the
splitting would increase as shown by Yu et
al. [6]. Further, in figure S.3, the core NV
signal splitting only fluctuates by 11% be-
tween BSA and water, while the surface
NV increases its splitting by 39%.

H
(c) We fixed the ||E}| to 2.45 x 105V/em as it
is the average magnitude across 7 different
100 nm NDs in water estimated by the model

ﬁ
when ||Ep|| was set as a free parameter.

i. It is worth noting that the other phe-
nomenon might be the cause of the split-
ting (i.e. strain) but we assume that
such phenomenon will not change upon
a change in surface chemistry as the split-
ting does not significantly change across
the different NDs and conditions (in wa-
ter and in BSA).

—
. Espy is applied to a NV and the ODMR spectra

is calculated according to equation E.9. The polar
and the azimuthal angles determines the alignment

of the Egp,1 with the NV z axis.

. The next NV in the shell is rotated into Qne of the 4

possible orientations of the NV and Ep; is applied
to get the next ODMR NV’s spectra with the z axis
being aligned with the NV z axis as E—Sl> is normal
to the surface.

. Once all the NVs in the shell have been addressed,

the ODMR spectra of the entire shell is calculated
from the sum of the NVs spectra within that shell.

. The same is repeated with a decreasing surface elec-

trical field Fyo according to equation E.7 for a 5 nm
deeper shell until there are no NVs left

Modelling output

The surface potenti_a} obtained is on average -280 mV
(corresponding to a || Es||of 8 x 10°V/em), which is about
3.5 times larger than the zeta potential measured of these
particles measured in water pH 5 (-80 mV). As shown in
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FIG. S.3: ODMR spectra of 25 nm NDs at 37°C in air (a) and water (b) and BSA (c, d) solution with a 4
Lorentzian dip fit. The fact that the larger splitting is disappearing (c) and reappears 7 min later (d) suggest that
the NV is close to the surface as unstable N'Vs are typically close to the surface [11, 12] (also the counts increase by

15% at T= 47 min). The shallow NV shows an greater splitting (39% increase) when going from water to BSA.
Using equation E.10 E; = 1.22 x 10° V/cm (the field could be stronger in the E, component but the uncertainty of
the measurement prevents us to have an estimation). The smaller splitting corresponding to the NV closer to the
centre changes by only 11% (1.3 MHz).

figure S.5, the surface potential typically increases when
the ND is exposed to BSA (14% increase in average, n=
7). The estimations of the surface potential in water
is in the same order of magnitude as contact potential
measurements on oxygen terminated NDs using Kelvin
Probe Force Microscopy (KPFM) [13] also, as expected,
the zeta potential of these NDs in water is lower than the
surface potential estimations (-80 mV) [14, 15].
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S.III. DETAILS ON THE THERMAL ECHO (TE)

SCHEME

We consider a three-level system (see Fig. S.6a) whose
dynamics in the basis {| + 1), |0),| — 1)} is governed by

J

the Hamiltonian

Hy = (D +6)S% + AS, + 2Q cos (w.t + $)S, (E.12)
(D+0)+A  QV2cos (wet + @) 0
= | Q2 cos (wet + @) 0 V2 cos (wet + @) |,
0 OV2cos (wet +¢)  (D+6)—A

where S;,i = x,y, z are the spin 1 operators, D is the
zero-field splitting at the temperature we expect, § is a
change in D due to a slightly different actual temperature
that we want to measure with § = —(27)74KHz/K (16,
17], A is the splitting between the ms; = +1 states in
the presence of a magnetic field and/or a detuning, e.g.,
due to a hyperfine interaction between the electron spin

J

(

of the NV center and the nuclear spin of the nitrogen. It
is typically small, i.e., & > A in our experiments. We
apply a control field with a Rabi frequency 2(2, driving
angular frequency w. and a phase ¢. We move to the

interaction basis, defined by H[()l) = w92

Hy = U 0 HoUSY (1) — iUs” (01 o,UsM (1) (B.13)
[ (D+6—w)+A  QV2cos (wet + ¢)eiwet 0
= | QV2cos (wet + B)e et 0 Q2 cos (wet + ¢)e wet
i 0 OV2cos (wet + p)e™st (D46 —w.) — A
r Q i
~ | Reio g i
V2 9 i V2
L 0 ﬁe (5 — A
[
where Uél)(t) = exp <7i H(()l)t) = exp (—iwtS?), we as-  is characterized by the Hamiltonian
sumed that resonance w. = D and applied the rotating-
wave approximation (RWA), neglecting the terms rotat- 5 0 A
ing at 2wt in the last row. Hiree = g 8 g (E.15)

It is useful to consider the evolution of the system in
the dressed basis, where the basis states are given by
) = (+1)+[—=1)/v2 |0), and |-) = (| +1) -
| — 1))/v/2. The respective Hamiltonian, describing the
time evolution of the system in the basis {|+),0),]|—)},
is given by

5 Qe A
Hyp=|Qe® 0 0 (E.14)
A 0 §

During the free evolution, the system in the dressed basis

The dynamics of the system then for time ¢ is then de-
scribed by the propagator

Ufrcc(t) = exp (7Z‘Hfrcct)

e~ cos(At) 0 —ie "t sin(At)
= 0 1 0
—ie~ ¥ sin(At) 0 e~ cos(At)
(E.16)

In the following, we describe the system evolution dur-
ing the pulses. We assume for simplicity that the pulses
we apply are short, so we can neglect the effect of A and §
during them (€ > A,0). Then, the Hamiltonian during
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FIG. S.6: (a) Level scheme for low-field nano-NMR sensing, which we consider in this work and the corresponding
scheme in the dressed basis with |+) = (| + 1) = | — 1))/v/2. The state |—) is decoupled if states | + 1) and | — 1) are
degenerate, i.e., A = 0. (b) Thermal echo scheme. The system is inilitialised to state |0) by a laser pulse. We create

a superposition between |0) and |+) with a microwave T'/4 pulse (taking T = 7/Q ~ 7/Q). Applying pulses of
duration T takes |[+) — —|4) and back, thus refocusing the effect of A. During the free evolution, the coherence
accumulates a phase dt,t = n7, where n is the number of applied pulses, which depends on a frequency shift § from
the expected zero-field splitting D, e.g., due to temperature change. Finally, the coherence is mapped back to the
populations by a T'/4 pulse, allowing the detection of § and temperature by state-dependent fluorescence when
applying a laser pulse.

a pulse can be approximated by

0 Qe 0
Home~ | Q¢ 0 0], (E.17)
0 0 0

where we neglected the effect of A, < Q during the
pulse. In the case when A is comparable to the Rabi fre-
quency £, one can use the phase ¢ as a control parameter
to apply robust low-field sequences for dynamical decou-
pling (LDD), as shown in [18]. The evolution due to a
pulse with duration ¢ on the system is described by a
propagator

Upulse (t) = exp (72‘Hpulset)

cos(Qt) —isin(Qt) 0
= | —isin(Qt) cos(2t) 0], (E.18)
0 0 1

where we assumed for simplicity of presentation and
without loss of generality ¢ = 0. In the following, we
describe how the thermal echo (TE) sequence works.

First, the system is initialized in state |0) by optical
pumping with a green laser pulse (see the main text)
with the initial density matrix given by

po = (E19)

o OO
o = O
O OO

Then, we apply a preparation pulse with a duration 7'/4,
where T = 7/Q ~ 7/Q, where Q = Q2 + A2 and
the approximation is valid due to the assumption that
A < Q. The preparation pulse creates a maximum co-
herent superposition between states |0) and |+), which

is sensitive to the detunings § and A and is useful for
sensing. The propagator of the preparation pulse with
duration ¢ = T'/4 and the system density matrix after it
are given by

I
|
|
]
Sk
_= o O

Uprep = Upulse(T/4) (EQO)

e 5‘&5‘“

VIEH

OOC’O&‘

Pprep = prepPOUgrep = (E.Ql)

O Nl =
O N

The preparation T/4 pulse is followed by free evolution
periods, characterised by a pulse spacing time 7 (see Fig.
S.6) and pulses with duration 7. The latter refocus the
effect of the detuning A, increasing the coherence time
and allowing for better sensitivity to 6 and thus better
temperature sensing.

It is useful to characterize the system evolution af-
ter the preparation pulse in the interaction frame of the
pulses. The Hamiltonians in the free evolution periods
(1)-(3) are given by:

Period (1): before the first refocusing 7" pulse:

(E.22)

N

6 A
Hint,l = Hfrcc = 0 0 ) t =
A é

o OO

Period (2): after the first refocusing 7" pulse and before



the second refocusing T pulse:

o 0 —A
Hint,2 = Uint,2HfreeUiLt72 = 0 0 0 y (E23)
-A 0 9
-1 0 0
Uint,2 = Upulse(T) = 0 -10 P to =T
0 0 1
Period (3): after the second refocusing T' pulse:
6 0 A
Hint,B = Uint,SHfreeUitltg = 000 ; (E24)
A0 J
100
Uint,B = Upulse(T)Upulse(T) = 010 3 t3 =~ ’7'/2
001

It is evident that the effect of A during periods (1) and
(3) is compensated during period (2) when the respective
signs of the Hamiltonian elements that contain A are op-
posite. The total evolution can be found by finding the
average Hamiltonian of all individual interaction Hamil-

tonians as they commute, [Hipnt,, Hint;] = 0. We thus
obtain
— H, 500
Hine = Ly Hinealy |55 : (E.25)
2ty 003
71615 0
Usense (t) = GXP ZHmtt 5 t= nr,
e—u?t

where Usense(t) is the propagator that describes the evo-
lution of the system for a total sensing time of ¢ =
n7, where n is the number of applied refocusing pulses
(n = 2 in our particular example). We have shown
that Uins,3 is the identity operator, so the interaction ba-
sis of the pulses at the end of the process is the same
as the basis {|+),]0),|—)}. This is also true after ev-
ery second T pulse if we apply more pulses. Thus, the
propagator Ugense(t) can also be used to describe the
time evolution in the basis {|4),|0),|—)}. We confirm
this by calculating directly the propagator in the ba-
sis {|+),]0),]—)} for a free evolution period 7/2, fol-
lowed by a pulse with duration T, free evolution pe-
riod 7, a second T pulse, and a final free evolution pe-
riod 7/2. It is straightforward to show that Usense(t) =
Ufree(T/Z) pulae( )Ufree(T)Upulse(T)Ufree(T/2>-

The density matrix after the sensing time is then given
by

Psense (t) = Usense(t)PprepUJense(t) (E.26)
% _%e—iét 0
= | Lt 0|, t=nr

1
2
0 0 0
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In a last step, we apply a readout 7'/4, which maps the
accumulated phase back onto the populations of states |0)
and |+). The density matrix afterwards takes the form

pread(t) = Upntse(T/4)prense () Uf o (T/4)  (E:27)
cos? (&) —§sin(5t)
= | —%sin(6t) sin®(%) 0], t=nr
0 0 0

The result above is obtained for a readout pulse with
phase ¢ = 0. The pulse phase can also be alternated to
¢ = m, which exchanges the final populations of states |0)
and |+). We infer the population of state |0) after the
readout pulse by applying a laser pulse and detecting
the resulting fluorescence (see main text). The difference
between the fluorescence signals from the second and first
phase alternating measurements is then

S ~ cos? <62t> — sin? <62t> = cos (0t) .

The signal oscillates when we vary the sensing time t =
n7, which allows us to sense d and thus small changes
in temperature. The linewidth is ~ 1/T5 with Ty being
the coherence time of the applied decoupling sequence,
which can reach hundreds of us [18] and is limited by
the relaxation time T; of the NV centers with the latter
being up to several ms.

(E.28)

S.IV. SETUP AND OTHER CONTROLS
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FIG. S.7: Simplified description of the setup. Laser: 513 nm, APD: avalanche photodiode, BS: beam sampler, C:
CO2 controller, D: dichroic mirror, (T70%, R30%) G: gold wire, LP1: long pass (561 nm cut off), LP2: long pass
(590 nm cut off), O: objective, OH: objective heater, P: XYZ piezo stage, S: spectrometer, SH: heated inset
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FIG. S.8: No heating by the laser or microwave (CW-ODMR)
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FIG. S.9: No artefact of the temperature reading when the ND is outside the cell (ND Ref.).
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FIG. S.10: Box plot of apparent temperature readings for unfunctionalised NDs. The delta is relative to the first
measurement done inside the cell (untreated) treatment. N=6 cells for necrosis (untreated cells and FCCP treated
cell), N=4 for FCCP (5-9 measurements per cell). The necrotic condition includes treated and untreated cells.
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FIG. S.11: Intracellular temperature sensing using functionalised NDs. Green untreated, black FCCP.
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FIG. S.12: Uncertainty on the frequency of the sine fit of TE oscillations versus integration time. The fitting
function is y = 1068/v/time.
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FIG. S.14: Comparison TE FFTs of a CVD NDs in water (left) and BSA (right). The peak centres from the fit are:
2886 KHz (+ 66 KHz) and 2860 KHz (4 39 KHz)
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FIG. S.15: Example of RAP-TE measurements inside cells.
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FIG. S.16: Comparison ODMR spectra of the same ND in 98% glycerol at two different time points (+15 min
difference between (a) and (b). Below: localization of the ND in glycerol during the measurements ((c) for (a) and
(d) for (b)). The purple spot is the start. 2 min duration for each measurement
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