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Supplemental 8x8 tables 
 
Table S1 includes a few 8x8 matrices comparing correlation scores computed for pairs using different sample 
sizes (10, 30, and 53). Pink cells have counts comprising 20%-40% of the row total. Blue cells have counts 
comprising 40%-70% of the row total. Green cells have counts comprising 70%-100% of the row totals.  
 
The 8x8 matrices in Table S1 show a much stronger agreement (indicated by stronger diagonals) between the 
30N and 53N sample correlations as opposed to the comparisons with the 10 sample correlations. This stronger 
diagonal is evident when comparing sample sizes for every metric and data type. Specifically, for all 30N x 
53N 8x8 tables, at least 80% of the correlations generated with 30 samples fell within the corresponding 
diagonal cell of the 53N 8x8 table or one cell to the right or left. This indicated that most CG pairs consistently 
received similar correlation scores using 30 samples as compared to 53 samples. This strong agreement was 
not present when comparing 10N and 30N correlation scores, or when comparing 10N and 53N correlation 
scores. In general, there appeared to be a strong tendency for higher sample sizes (30N and 53N) to assign 
lower scores to many of the pairs that have high correlations scores when only 10 samples are provided. As a 
result, the 8x8 tables for 30N and 53N samples show a higher concentration of scores in the most crowded 
intervals for each metric ([-0.25, 0] and [0, 0.25] for Pearson, Spearman, and Kendall correlations; [0, 0.25] 
for Hoeffding; [0.25, 0.5] for Distance and MIC correlations). 
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Table S1: 8x8 matrices comparing correlation scores with different sample sizes 
A. B.Pearson 

  
B. Spearman 

 
C. Kendall  

 
D. Hoeffding  
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E. B.Distance  

 
F. M.Distance  

 
G. MIC  

 
 
Supplemental bin plots 
 
Figure S1 provides additional comparisons between Hoeffding’s D statistic and other correlation methods. 
Along with Figure 3 C and D, Figure S1 A displays a noisy relationship with wide tails. This indicates a large 
range of Hoeffding scores corresponding to high correlations with the opposing metric. In contrast, Figure S1 
B, like Figure 2 D, shows narrower tails indicating a more robust relationship between the two metrics. 
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Figure S1. Additional scatterplot comparisons with Hoeffding’s D Statistic  
(A) Hoeffding vs. M.Distance, (B) Spearman vs. Hoeffding 
 
Figure S2, together with Figure 2 F, shows all four comparisons of M.Pearson and B.Pearson plotted against 
Spearman and Kendall coefficients. The shape exhibited by the following graphs matches that of Figure 2 F. 
All four of these bin plots have a clear diagonal, with the slope of the diagonal being smaller when comparing 
to Kendall rather than Spearman. When comparing M.Pearson and B.Pearson to both Kendall and Spearman, 
strong Pearson correlations are assigned a wide range of scores by the opposing metric. In all four graphs, the 
size of the range of Kendall or Spearman values assigned to a fixed Pearson value remains relatively constant. 
In contrast, different values of Kendall or Spearman coefficients on the y-axis may obtain drastically different 
ranges of corresponding Pearson scores. Strong Kendall and Spearman scores correspond to a limited range of 
Pearson scores, while Kendall and Spearman scores near 0 are matched by Pearson scores ranging from 
strongly negative to strongly positive in all three bin plots in Figure S2, as well as in Figure 2 F. 
 

 
Figure S2. Scatterplots comparing Pearson correlations to Kendall/Spearman correlations 
(A) M.Pearson vs. Kendall, (B) B.Pearson vs. Kendall, (C) B.Pearson vs. Spearman 
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Figure S3 provides additional comparisons between MIC and other correlation methods. As in Figure 3 B, 
Figure S3 A and B exhibit a loose chevron shape with significant noise, which indicated a large amount of 
disagreement between MIC and the opposing metrics as to whether the data were highly correlated or not. In 
Figure S3 C, the chevron is not apparent because Distance correlation only produces positive scores; however, 
the lower boundary of the plot is similar to that of Figure 3 B, with a large concentration of points having 
strong Distance coefficients and low MIC coefficients. Out of all the bin plot comparisons made with MIC, 
Figure S3 A and B most closely match the plot produced by Reshef et al. comparing Pearson and MIC. 
 

 
Figure S3. Additional scatterplot comparisons with MIC 
(A) M.Distance vs. MIC, (B) Kendall vs. MIC, (C) Spearman vs. MIC 
 


