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A Parameter estimates26

A.0.1 Smallpox characteristics27

Most of what we know about smallpox comes from the meticulous observations and detailed28

laboratory studies done during the global campaign to eradicate the disease from 1967 to29

1979. Three distinct variants of the disease were identified: ordinary, malignant, and haem-30

orrhagic. The most common was ordinary-type smallpox, which occurred in 88.8% of unvac-31

cinated subjects studied in a hospital in Madras (Chennai), India1 (Table S1). The severity of32

smallpox in unvaccinated cases was typically affected by the victim’s age and gender. Symp-33

toms were more severe in pregnant women (often pregnancies would end even if the mother34

survived) and young children < 5 years old. The case-fatality rate for women was 40.8%,35

61.1% of which was for pregnant women and 34.5% for non-pregnant women. In men, the36

fatality rate was lower at 30.2%. Because epidemics often disproportionately affected women,37

smallpox had an unusually long-lasting effect on population trends.238
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Table S1: Smallpox types. Smallpox manifests in several different ways that vary in frequency and fatality rate.
These numbers are based on a case study in 19721

smallpox type fatality (%) frequency(%)
unvaccinated vaccinated unvaccinated vaccinated

ordinary 9.3 0.7 42.1 58.4
ordinary confluent 62 26.3 22.8 4.6
ordinary semi-confluent 37 8.4 23.9 7
early haemorrhagic 100 100 0.7 1.4
late haemorrhagic 96.8 89.8 1.7 2.0

The infectious period of smallpox lasted 23 days on average, which included four distinct39

stages with different infectivity (Table S2). To account for the varying infectivity and contact40

between individuals during the course of the infectious period, we reduced the length of the41

infectious stage in our model. Instead of the full mean of 23 days, we set the infectious period42

to 18 days. This includes the full 14 days of the most infectious stage, one day of the least43

infectious stage, and 3 days of the intermediate infectious stage at recovery.44

Table S2: Main infectious states of smallpox. The most infectious period lasts an average of 14 days, with less
infectious stages on either side. Those in stages 2 and 3 are extremely ill and need constant care. All those who
die from this disease do so during stage 3.3

Stage Details Average duration Infectivity
1 initial symptoms (fever, headache) 2-4 days low
2 early rash 4 days high
3 pustular rash & scabs (death) 10 days highest
4 scabs fall off/recovery 6 days medium

Table S3: Parameters and estimates of the stochastic model.

Parameter Description Estimate
a proportion of population moving for regular trade variable
b proportion of population moving for ceremony variable
µ probability of movement outside home patch Eq.(1)
β per capita successful transmission rate variable
γ recovery rate 1/18 (day−1)
α rate of infection (from exposure) 1/12 (day−1)
ρ return rate 1/5 (day−1)

A.1 Spread45

Smallpox usually spreads slowly;4 however, brief exposures have occasionally led to infec-46

tion. One index case led to ≥ 12 people being infected (outbreak in Yugoslavia, 1972). Nomad47

communities in the Horn of Africa had spontaneous termination of the disease in > 98% of48

recorded outbreaks. However, if transmission was maintained, it could continue for many49

weeks in these small populations. Airborne infection over short distances did sometimes oc-50

cur. Several hospital outbreaks in the 1960s and 1970s were thought to have had an airborne51

source and transmission pathway. Several circumstances favoured the airborne transmission52

of variola virus: (i) the index patient had a densely confluent rash and a severe cough, and53

(ii) the relative humidity in the hospital was low, a situation that promotes the survival of the54
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virus.5 The clothing and bed-linen of smallpox patients are heavily contaminated with the55

virus. These objects sometimes served as a secondary source of cases. There are several doc-56

umented instances of laundry personnel working near a hospital or hotel where a smallpox57

victim had been nursed, who became infected.658

A.1.1 Spatial Distribution59

Pre-colonial Australia had a complex network of economic and cultural connections. These60

connections have been categorised into two main types of population groupings: the local61

group or ‘band’ population, and the culture-area population based on drainage divisions.762

The boundaries of these groups are not set and subject to fluctuations and long-term change.63

We attempted to capture some of this structure in our movement model by grouping pop-64

ulations in cultural or language groups and within the 17 larger groupings of patches cor-65

responding to the geographical (drainage) divisions. This is of course subject to debate and66

different authors have attempted to group cultural areas into several proposed classifica-67

tions.8–12
68

Historic accounts of smallpox Smallpox was endemic to Europe and Asia for centuries be-69

fore the age of exploration spread it to new populations. It is therefore difficult to gauge the70

disease’s impact on previously unexposed populations, even though several historical exam-71

ples provide clues. A smallpox epidemic spread through Japan in 737, perhaps the first to72

appear in the country. Detailed records of rice loans suggest that from 735 to 737, some areas73

experienced mortality > 60% or even > 70%.13 Subsequent smallpox epidemics were brought74

to Japan over the next several hundred years until the disease became endemic at the end of75

the Second Millennium. In North and South America, it is suspected that as much as 95% of76

the Indigenous population died due to the introduction of Old World diseases — smallpox77

is thought to be the main culprit.14, 15 In 1720, smallpox first appeared among the 200 inhab-78

itants of Foula Island, north of Scotland, killing 90% of the island’s population.16 Historians79

have pieced together various accounts from colonists, explorers, and military personnel to80

construct an approximate timeline of possible events. Much relies on a few first-hand ac-81

counts by colonists who witnessed pockmarked faces, and oral histories describing the local82

impact of sickness. A series of later, more restrained outbreaks in the late 19th Century pre-83

dominantly affected isolated port cities and were mostly confined to European colonists.17
84

A.2 Basic reproduction number85

The basic reproduction number R0 is the average number of secondary cases from a sin-86

gle source. Thus, R0 affects the speed of transmission and thus the spatial distribution of87

epidemics. Because it is difficult to estimate the true transmission rate, we used a general88

estimate of the basic reproduction number from historical outbreaks of smallpox. Based on89

several historical outbreaks, Gani and Leach18 estimated that the average value for smallpox90

was between 3.5 and 6, although it was occasionally much higher in densely populated Euro-91

pean cities such as London or Paris. Estimates based on well-documented epidemics where92

smallpox was endemic for centuries do not necessarily capture the dynamics in the epidemi-93

ologically naı̈ve Indigenous population of Australia. It is therefore possible that the R0 we94

used are downwardly biased. For completeness, we explored a range of R0 to account for95

uncertainty in the predicted rate of geographic spread and total mortality.96

We applied a constant R0 to all patches to estimate the average number of successful trans-97

missions between individuals. In the absence of a natural birth or death rate, for a multi-patch98

system, R0 = β/γ.19 Because we can be confident of the mean duration of the infectious pe-99

riod, this produces an estimate for the mean successful contact rate at β ≈ R0γ.100
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A.3 Makassan introduction hypothesis101

The hypothesis that smallpox first arrived in Australia from Indonesia, probably with Makas-102

san traders and fishers, was originally proposed starting in the early 20th Century.20–23 This103

hypothesis proposed that smallpox was spread to the northern coast of Australia through104

contact between Makassan visitors and local Aboriginal people and once introduced, small-105

pox spread southward along Aboriginal trade routes and eventually appeared near Sydney106

when members of the First Fleet identified its first victims.107

Proponents of this hypothesis point to several accounts of smallpox (or an unnamed disease)108

that seemed to point chronologically to a spread south. There are many artifacts linking109

Makassan fishers to Australia where they routinely formed large camps along the coast to110

process trepang (sea cucumbers). This exposure to the coasts of Australia led to substantial111

contacts between these fishers and local Aboriginal people, with some Australians travelling112

back to Indonesia with their contacts.24 Cumpston22 was less convinced of the Makassan113

hypothesis for the first outbreak of 1789, but argued that it was the best explanation for the114

outbreaks of the 1860s. Butlin25 was one of the first modern scholars to reject the Makassan115

hypothesis, arguing that smallpox must have been released in 1789 near Sydney. He noted116

that the time required to travel from Sulawesi of more than seven to eight weeks would have117

made the chance of transmission limited (low contact between Aboriginal people and the118

Makassan fishers, lack of clothing as a carrier, and the virus is destroyed in salt water). In his119

view, the exposed Makassans were either dead or fully recovered by the time they reached120

the Gulf of Carpentaria.121
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Figure S1: Makassan introduction hypothesis. Campbell26 and others20, 21 proposed that Makassan contact in
Arnhem and the Gulf of Carpentaria brought smallpox to Australia in the late 1780s. They contend that small-
pox then spread through the continent via “chains of connections”, such as major gatherings, down-the-line
exchanges, and continent-scale trade networks. Proponents argue that southward movement through Channel
Country and into the Murray-Darling river system could have provided transmission across much of the east-
ern half of the continent.
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B Mathematical details122

B.0.1 Mobility model123

Residence patches represent each of the distinct language and cultural groups on the conti-124

nent.27 To model the links between each of these language groups, we constructed a network125

of M nodes corresponding to the approximate location of each distinct group. The edges126

between nodes represent the nearest-neighbour connections that we assigned a distance of 1.127

The traditional mathematical approach to compartmental models of epidemics is to assume128

that patches are cities with equal area (and often equal population as well). This will lead to129

different dynamics with a mostly rural, hunter-gatherer population who travel widely within130

their residency patch, and therefore might interact infrequently with other members of the131

same residency patch.132

We therefore assumed a patchy environment in which individuals are in discrete patches of133

varying area and initial population size. Patches are arranged on a grid with fixed positions,134
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with edges that represent a path between them. We focused on a collection of patch config-135

urations that are defined by the edges that link the various patches (see Appendix D). Each136

configuration represents a possible geographic situation where links between regions might137

be restricted by natural barriers such as rivers and mountains, and others that are more likely138

due to the proximity of resources and ease of travel.139

We focused on short-term travel and not on permanent migration because of the rapid trans-140

mission behaviour of smallpox. Thus, each individual is assigned a residency patch and141

returns to this patch at the end of each visit before leaving home again for an additional visit.142

Both the rate individuals visit neighbouring patches and the rate at which they return home143

are fixed.144

Figure S2: Movement model. At each unit of time, residents of patch i move out of the patch to neighbouring
patches with probability µi. The probability of visiting a neighbouring patch is given by a distribution over all
neighbouring patches, so the probability of a sojourn to patch j from patch i is σij . In the same time step, each
visitor returns to the home patch with probability ρ. Thus, residents of patch j return to patch i with probability
ρij and similarly residents of patch i in patch j return at rate ρji.
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The probability of movement is defined as the product µσ, meaning that each individual has145

a probability of moving to a particular patch (Fig. S2). For simplicity, we assume that indi-146

viduals can only move to neighbouring patches because of the short duration of smallpox147

outbreaks, and do so with a probability determined from previous work.28, 29 This comes148

from the likelihood of moving along ‘superhighways’29 of pre-agropastoralist travel, com-149

piled from the relative distance to water and other resources. An image of the probability150

assigned to each patch is shown in Figure S3, with darker patches more likely destinations151

for visitors than lighter-coloured patches.152
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Figure S3: Probability of geographic movement. Each patch in our model is assigned a probability that corre-
sponds to the chance that a neighbouring visitor travels there. Darker patches are sinks and lighter patches are
sources. We obtained probabilities from previous work.28, 29
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B.1 Epidemiological model153

In each of the M patches, we formulate an S-E-I-R model with one type of mobility as de-154

scribed in the previous section. Let Sik and Iik denote the number of susceptible and infec-155

tious individuals resident in location i who are present in location k at time t. We modelled156

disease transmission using a density-dependent incidence, which captures more of the spatial157

heterogeneity in 1788 Australia. Thus, the infection rate of individuals from patch i currently158

in patch k is given by159

M∑
j=1

SikIjk
Aj

, (1)

where β is the fraction of successful transmissions of smallpox. In our model, we assumed β160

is constant. Figure S4 illustrates the within-patch compartmental model.161
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Figure S4: Within-patch model. All individuals in each patch are in one of the four disease compartments:
susceptible, exposed, infectious, or removed (recovered), also typically denoted ‘S-E-I-R’. Smallpox victims
became immune to the disease if they survived. Healthy individuals moved from patch to patch, thus all S, E,
and R include both visitors and residents of the patch. Infectious individuals are assumed too ill to move and so
once infectious, stay in their home patch. Other parameters: ρ = return rate for visitors out of a patch, σ = rate
at which individuals leave the patch for a visit elsewhere, β = fraction of successful transmissions of smallpox,
α = rate at which exposed individuals become infectious, and γ = rate infectious individuals are removed from
the infectious system (recovered or dead).
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B.2 Markov chain model162

We opted for a stochastic model modified from the above system of ordinary differential163

equations considering the size of the region we were modelling. For a few infectious indi-164

viduals, the predictions of ordinary differential equations can be misleading. In particular, if165

R0 > 1, there is a possibility that in a Markov chain model, infectious individuals die or re-166

cover before an outbreak occurs. Thus, a Markov chain model is more realistic. To formulate167

the Markov chain, let the state of system be specified by the vector:168

X(t) =
(
S1(t), E1(t), I1(t), R1(t), ..., SM(t), EM(t), IM(t), RM(t)

)
(2)

that denotes a discrete-valued random vector with elements Sij(t), Eij(t), Iij(t), Rij(t) for169

i = 1, . . .M . Thus, the disease compartments are formulated as MM matrices, with the main170

diagonal representing residents and off-diagonal elements the visitors.171

Within each patch, we simulate a standard S-E-I-R compartmental model of disease spread172

with no age or sex structure; therefore, all individuals are in one of the four states of dis-173

ease. For simplicity, we consider all those who have transitioned out of the I compartment174

as ‘removed’ (R) because they are no longer able to spread the disease and so do not affect175

the disease dynamics. To estimate mortality, we computed a percentage of the population176

of R. Figure S5 shows an illustration of the within-patch dynamics. Each individual is cate-177

gorised in one of the disease compartments with new visitors arriving and mixing with the178

occupants of the patch while others return home. We assumed each patch is well-mixed and179

each of the susceptible individuals in a patch are equally likely to make a successful contact180

with an infectious person.181

C Additional supporting results182

In this section, we provide some additional, more detailed results to support our conclusions.183

We show the mean final size of epidemics starting from Sydney and various points along the184

northern coast. We also provide some S-E-I-R curves for some simulated epidemics and show185

how the epidemic propagates throughout surrounding patches. Finally, we include detailed186

tables with average results from each individual patch considered.187
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C.1 Final size of epidemics188

Figure S5 shows the median total daily infections for various values of R0 in each of the north-189

ern coastal regions. The average duration for an epidemic starting in the north is between ap-190

proximately 2 and 8 years, although there are individual realisations when the disease lingers191

for much longer.192

Figure S5: Average total daily infections for epidemics starting in each of the four northern coastal regions
considered in this study. Arnhem: 19 patches, Gulf: 14 patches, Kimberley: 14 patches, North: 10 patches.

Figure S6 shows the mean number of daily infections for various values of R0 corresponding193

to an epidemic originating in Sydney.194
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Figure S6: Average total daily infections for simulations starting in Sydney with a single exposure.

C.2 Example simulated epidemic195

A single epidemic is simulated starting with a single exposure in patch 31, the sight of the196

Wurrwurrwuy stone arrangements mentioned in the main text. This is only one likely entry197

point considered in the Makassan hypothesis. Figure S7 shows the S-E-I-R curves within the198

first few patches of the epidemic as it spreads outward from its initial starting point.199

Figure S7: S-E-I-R curves for an epidemic starting in patch 31 (site of Wurrwurrwuy stone arrangements). (a)
Curves for the entry patch, patch 31. (b) Curves showing the progression of the epidemic throughout two other
neighbouring patches, patch 32 and patch 46. Each simulation is stopped when the saturation point is achieved.
Deaths are not included and are thus a portion of the R (removed/recovered) population.

p
a

tc
h

 3
1

p
a

tc
h

 4
6

p
a

tc
h

 3
2

Figure S8 shows the progression of a simulated epidemic as it moves through time and space.200

This is an example in which a single exposed individual started in patch 31 over the course201

of the first 1000 days of the epidemic. The movement between nearby patches causes the202

disease to spread and a wave of peaks cascades from the initial exposed patch.203
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Figure S8: Simulated epidemic starting from an exposure in patch 31 for the first 1000 days. Curves represent
the total daily infections per day within individual patches and vertical dashed lines show the time when each
patch achieved the maximum daily number of infections (numbers indicate the patch).
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Figure S9: Closeup view of the epidemic region. (a) The geographic map of the affected region of Arnhem Land,
including all of the patches where smallpox was present. (b) A network representation of connected patches
that we used to determine the progression of the epidemic originating with a single exposure in patch 31. Edges
represent possible two-way movement between patches which are represented as nodes.
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The simulated epidemic lasts < 4 years; however, there are some simulations showing an204

epidemic lingering for as much as 10 years, generated by movement between patches that205

provides the virus with a new population of susceptible individuals (Fig. S9).206

C.3 Individual Patch Results207

Table S4 lists the average results for epidemics originating in single patches within each208

northern region explored in the main text. Full results are shown for several fixed values209

of R0.210
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Table S4: Average results for epidemics with various fixed R0 grouped into the four regions considered in
this study. In each patch, we simulated multiple realisations and combined them to determine the expected
behaviour of an epidemic of smallpox. We assumed that mortality is based on a death rate of 60% for those
infected with the disease. The most likely spatial extent of an epidemic is tabulated in the final column of the
table (number of total patches affected). To obtain these numbers, we computed the maximum probability that
at least one infectious individual entered a given patch.

Origin IM IMdn SEI dthsMdn SEdths durM durMdn SEdur Greatest
coastal (@ 60%) (days) (days) patch spread
region (p ≥ 0.5)
Arnhem 19 coastal patches
R0 = 3 27,058 5,336 1,833 3,202 1,100 1,096 622 47.1 24
R0 = 4 93,360 22,574 4,911 13,544 2,946 1,610 1,043 57.4 41
R0 = 5 261,140 124,637 15,566 74,782 9,940 2,277 1,820 95.8 73
R0 = 6 608,540 381,219 28,666 228,731 17,200 2,874 2,861 105.6 146
Gulf 14 coastal patches
R0 = 3 27,0838 9,753 1,968 5,852 1,181 1,161 827.5 55 16
R0 = 4 107,570 46,196 6,922 27,718 4,153 1,609 1,350 68.6 31
R0 = 5 277,160 144,202 18,040 86,521 10,824 2,149 1,888 100.7 131
R0 = 6 616,490 539,632 32,480 323,780 19,488 2,819 2,917 119 229
North 10 coastal patches
R0 = 3 34,484 21,797 2,565 13,078 1,539 1,171 945 60.7 14
R0 = 4 125,880 84,232 8,791 50,539 5,275 1,902 1,671 93.76 49
R0 = 5 353,980 239,995 22,929 143,997 13,757 2,683 2,440 130.5 98
R0 = 6 651,440 531,820 36,311 319,092 21,787 3,076 3,464 137.6 253
Kimberley 14 coastal patches
R0 = 3 13,588 6,243 1,328 3,746 797 864 633 42.2 16
R0 = 4 61,495 9,426 5,541 5,655 3,324 1,238 668 64.1 17
R0 = 5 204,930 20,102 18,883 12,061 11,330 1,804 774 109.5 21
R0 = 6 507,110 104,768 33,315 62,861 19,989 2,493 1,375 126.1 92

The full results for individual patches are displayed in Tables S5,S6,S7 and S8. The corre-211

sponding number of total daily infections are shown for each realisation in Figures S10, S11,212

S12 and S13. Each figure is scaled the same to compare the effect of increasing R0, including213

the wide variance. Mean and median curves are included for comparison.214
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Figure S10: Total daily infections for entry points along the coast of Arnhem Land with the four R0 values
considered in this study. All simulations are shown in grey along with the mean and median curves in blue and
red. In each patch, we simulated multiple realisations (> 25). We use the same scale for each panel to illustrate
the relative size (number of infections) of each simulated epidemic.
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Table S5: Arnhem patches for a fixed R0 = 6. Details of simulations in each individual patch. The most likely
spatial extent of an epidemic is tabulated in the final column of the table (number of total patches affected). To
obtain these numbers, we computed the maximum probability that at least one infectious individual entered a
given patch.

Origin IM IMdn SEI dthsMdn SEdths durM durMdn SEdur Reach ≥ 50 I Most likely Total
patch (@ 60%) (days) (days) Sydney patch spread runs

(p ≥ 0.5)
5 513,970 14,462 102,270 8,677 61,362 2,395 651 402.86 6 35 18 38
6 525,800 211,320 113,250 126,792 67,950 2,567 2,026 426 5 30 79 36
7 595,630 538,630 106,840 323,178 64,104 3,000 3,569 431.9 3 28 136 38
8 575,710 247,962 140,610 148,777 84,366 2,781 1,896 560.5 8 22 109 28
9 724,340 544,562 130,006 326,737 78,003 3,127 2,980 452.2 8 27 157 30

15 275,690 1,869 96,634 1,121 57,980 1,516 298 399 1 21 2 38
18 444,570 8,218 118,260 4,931 70,956 2,179 568.5 460.8 3 28 6 36
23 644,180 431,692 117,100 259,015 70,260 3,020 3,216 394 6 32 139 36
24 492,640 198,746 139,310 119,248 83,586 2,596 1,743 576.4 3 19 84 37
27 725,560 839,970 119,020 503,982 71,412 3,573 3,903 449 6 24 183 37
28 859,710 953,293 108,790 571,976 65,274 4,145 4,697 7 30 262 39
31 253,840 1,202 104,620 721 62,772 1,468 312 425.2 1 19 2 38
32 173,230 1,198 105,820 718 63,492 929.7 308 363.1 2 23 2 36
33 1,003,100 1,144,892 126,500 686,935 75,900 4,156 4,857 406.2 11 25 354 39
41 648,030 495,823 122,040 297,494 73,224 3,074 3,394 400.7 6 27 120 36
46 507,890 252,310 142,720 151,386 85,632 2,476 2,475 415.8 1 18 123 36
66 857,210 933,034 121,430 559,820 72,858 3,978 4,009 388.5 6 23 256 39
85 594,250 215,662 131,780 129,397 79,068 2,743 2,103 478.5 7 25 93 36
91 928,370 979,323 120,160 587,594 72,096 4,040 4,502 386 8 26 317 38

Figure S11: Total daily infections for entry points along the coast of the Gulf of Carpentaria with the four R0

values considered in this study. Results of all simulations are shown in grey. The mean and median are shown
in blue and red. In each patch, we simulated multiple realisations (> 25). We use the same scale for each panel
to illustrate the relative size of each simulated epidemic.
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Table S6: Gulf patches for a fixed R0 = 6. Details of simulations in each individual patch. The most likely spatial
extent of an epidemic is tabulated in the final column of the table (number of total patches affected). To obtain
these numbers, we computed the maximum probability that at least one infectious individual entered a given
patch.

Origin IM IMdn SEI dthsMdn SEdths durM durMdn SEdur Reach ≥ 50 I Most likely Total
patch (@ 60%) (days) (days) Sydney patch spread runs

(p ≥ 0.5)
124 876,290 1,025,404 121,960 615,242 73,176 3,708 3,828 410 4 24 298 38
146 1,096,132 1,224,700 122,370 734,820 73,422 4,426 4,818 435.2 7 18 467 37
152 336,000 150 104,880 90 62,928 1,666 174.5 438.5 4 30 1 38
163 840,610 982,007 123,090 589,204 73,854 3,948 4,689 415.6 9 24 299 38
167 908,3802 1,073,700 158,500 644,220 95,100 3,873 4,025 540.3 3 12 328 29
174 200,860 2,678 74,491 1,607 44,695 1,000 226.5 247.9 1 28 2 38
180 637,790 686,147 101,210 411,688 60,726 3,497 3,868 393 9 20 209 34
184 304,540 2,678 82,066 1,609 49,240 1,379 244 288.6 1 33 2 37
190 323,010 150 88,309 90 52,985 1,631 206 373.6 4 27 1 36
207 675,060 725,900 92,715 435,540 55,629 3,390 3,810 316.4 7 28 169 38
209 955,510 859,298 123,450 515,579 74,070 4,263 4,726 361.8 10 20 408 27
222 548,250 395,740 112,930 237,444 67,758 2,167 2,785 435.1 4 27 92 36
225 832,910 917,998 109,610 550,799 65,766 3,450 3,958 263.5 7 22 349 39
229 828,500 663,960 185,900 398,376 111,540 3,567 3,126 515.1 3 13 281 37

Figure S12: Total daily infections for entry points along the Kimberley coast with the four R0 values considered
in this study. Results of all simulations are shown in grey. The mean and median are shown in blue and red.
In each patch, we simulated multiple realisations (> 25). We used the same scale for each panel to illustrate the
relative size of each simulated epidemic, given a fixed R0.
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Table S7: Kimberly patches for a fixed R0 = 6. Details of simulation for each individual patch. The most likely
spatial extent of an epidemic is tabulated in the final column of the table (number of total patches affected). To
obtain these numbers, we computed the maximum probability that at least one infectious individual entered a
given patch.

Origin IM IMdn SEI dthsMdn SEdths durM durMdn SEdur Reach ≥ 50 I Most likely Total
patch (@ 60%) (days) (days) Sydney patch spread runs

(p ≥ 0.5)
100 536,030 459,448 118,200 275,669 70,920 2,636 2,005 427.5 2 23 123 39
104 754,020 885,471 144,800 531,283 86,880 3,699 4,057 577.6 7 20 146 37
111 626,980 413,600 163,090 248,160 97,854 2,960 2,672 581.8 3 16 126 35
127 709,460 658,516 126,900 395,110 76,140 3,442 3,828 435.6 4 21 157 36
129 741,850 753,580 125,960 452,148 75,576 3,770 4,573 426.7 7 20 163 36
136 854,710 519,587 142,950 311,752 85,770 3,714 4,053 467.3 10 26 186 36
151 691,550 695,910 129,090 417,546 77,454 3,540 3,686 548.6 2 20 197 39
169 452,660 30,779 105,360 36,468 63,216 2,233 1,366 429.8 1 27 14 36
172 290,400 8,042 87,472 4,825 52,483 1,638 568 330.2 1 31 8 36
176 293,960 13,375 106,580 8,025 63,948 1,518 537 397 3 31 12 37
183 389,780 11,772 113,700 7,063 68,220 1,904 622 382.3 3 25 11 36
197 335,650 8,025 100,040 4,815 60,024 1,838 429 443.5 1 26 7 37
210 373,490 10,840 127,360 6,504 76,416 1,848 474.5 500.9 3 22 11 38
219 330,340 6,786 123,830 4,072 74,298 1,467 415 405.4 2 23 7 37

Figure S13: Total daily infections for entry points along the coast of the North region with the four R0 values
considered in this study. Results of all simulations are shown in grey. The mean and median are shown in
blue and red. In each patch, we simulated multiple realisations (> 25). We use the same scale for each panel to
illustrate the relative size of each simulated epidemic, given a fixed R0.
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Table S8: North patches for a fixed R0 = 6. Details of simulation for each individual patch. The most likely
spatial extent of an epidemic is tabulated in the final column of the table (number of total patches affected). To
obtain these numbers, we computed the maximum probability that at least one infectious individual entered a
given patch.

Origin IM IMdn SEI dthsMdn SEdths durM durMdn SEdur Reach ≥ 50 I Most likely Total
patch (@ 60%) (days) (days) Sydney patch spread runs

(p ≥ 0.5)
11 529,740 353,565 97,250 212,139 58,350 3,007 3,130 424.6 4 29 113 37
19 1,069,200 1,212,439 88,403 727,463 53,041 4,856 5,017 284.7 7 27 407 39
29 389,640 722 105,400 433 63,240 2,008 194 454.7 3 28 2 35
36 308,120 4,297 108,790 2,578 65,274 1,470 390 399 2 23 4 35
39 599,220 316,860 108,090 190,116 64,854 2,705 2,440 330.7 5 32 130 37
40 818,210 721,170 111,660 432,702 66,996 3,836 3,495 362 6 26 261 38
45 781,270 796,854 109,180 478,112 65,508 3,675 3,750 398.6 8 27 167 38
56 942,130 1,001,600 104,170 600,960 62,502 4,032 4,478 348.6 8 28 359 39
59 775,329 908,770 138,490 545,262 83,094 3,525 4,459 538.5 7 24 218 35
68 301,220 478 85,910 287 51,546 1,623 238.5 370.1 3 28 2 36

Figure S14: Maximum probability of spread. For each patch, the maximum probability of at least one infectious
individual present is computed. We defined the greatest likely spread from the indicated entry points as the
patches with a probability p ≥ 0.5 over all simulations. Some isolated darker patches are surrounded by lighter
patches because individuals enter a given patch from multiple possible directions. For all simulations, R0 = 6
and movement parameters are fixed as defined in the main text.
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Table S9: Average results for epidemics with various fixed values of R0 starting with a single exposure in Syd-
ney. In each case, we simulated multiple realisations and combined them to determine the expected behaviour
of an epidemic of smallpox. We assumed a mortality of 60% for those infected with the disease. We determined
the most likely spatial extent of an epidemic originating in Sydney by considering the probability that at least
one infectious individual appeared in a given patch.

R0 IM IMdn SEI dthsMdn SEdths dthsMdn durM durMdn SEdur Greatest
(@ 60%) (yr−1) (days) (days) patch spread

(p ≥ 0.5)
3 9,007 805 2,653 483 1,591.8 690 521.4 255 105.9 3
4 73,077 8,521 20,927 5,113 12,556 3,099 1,351 602 261.3 6
5 168,250 34,064 44,562 20,438 26,737 8,275 1,650 903 288.5 10
6 441,600 223,823 75,704 134,294 45,422 23,981 2,418 2,043 308.1 57

Figure S15: Probability of maximum spread. The probability that a single infectious individual enters a given
patch is shown for an epidemic starting in Sydney with a single exposure. R0 fixed at 6.
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D Population structure215

D.1 Population distribution216

Little is known of the distribution and size of the human population in pre-1788 Australia.217

Many estimates have been proposed using different techniques (see30 for a detailed sum-218

mary). In 1930, Radcliffe-Brown completed an assessment for the Commonwealth Year Book,219

which became the standard estimate for much of the 20th Century. That was a systematic220

study in which several sources for various regions of each state were examined. While he221

did note that the data were scant and mostly unreliable, he did not attempt to estimate the222

consequences of disease and concluded the population in 1788 was possibly > 300,000.223
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Figure S16: Radcliffe-Brown’s estimate of the 1788 Australian population. This is based on a total of 300,000
people across the entire continent. Each dot on the map represents 50 individuals. Image reproduced from the
Commonwealth Year Book, 1930.

Radcliffe-Brown’s31 survey suggests he considered all his regional population estimates to224

be minimal, which would allow for a total > 300,000. Birdsell32 concluded that there were225

at least 500 nations, each averaging 500 individuals, although this was a conservative esti-226

mate. Tindale27 later increased the number of groups to 592; however, he reduced the mean227

patch population to around 450 individuals. More recently, scholars have projected a much228

larger population. Butlin25 suggested an aggregate Australian 1788 population of 1.25 mil-229

lion, while Mulvaney and White (1987) suggested a slightly lower population of 750,000. A230

more detailed assessment of hindcasted carrying capacity, genetic estimates of effective pop-231

ulation size, and estimates derived from accumulation rates of archaeological material led232

Williams et al.30 to suggest an even higher median population of 2.51 million.233

D.2 Language and cultural groups234

Tindale33 was the first Australian anthropologist to propose a comprehensive map of the235

language groups of Aboriginal Australia. Beginning in 1921, he made several ethnographic236

visits throughout the country, resulting in a map that represented Australia before European237

invasion. Horton34 revised the Tindale map to reflect a modern view of Aboriginal Australia238

in which tribal boundaries were blurred and many of the divisions were combined, which239

resulted in a map with 390 distinct groups.240

Peterson7 first proposed a division of the continent into 17 distinct cultural areas based on241

the general knowledge of linguistic and cultural differences. Each region presents a unique242

challenge for disease to spread. The smaller, more densely packed regions of the north likely243

supported larger populations with more contact between individuals, where the disease most244
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likely spread rapidly. Conversely, the large desert region had a much lower population den-245

sity, and required individuals to travel greater distances, making it more difficult for disease246

to spread and remain active.247

The map we used (Fig. S9) includes all 592 patches and regional divisions. Each patch cor-248

responds to a unique cultural group that we assigned a number and gave an approximate249

area.27 Dark lines represent approximate regional divisions and lighter black lines the cul-250

tural group. A complete list of all 592 cultural groups and the corresponding patch numbers251

with estimated populations, approximate country size, and the number of nearest neighbours252

is included in Table S10. The population sizes are based on an estimate of around 2 million253

people in 1788.30
254

Figure S17: Tindale Map of Australia. Each of the 592 patches on mainland Australia is labelled with a number.
Red patches are all those for which we consider exposed individuals. Patches along the north coast are grouped
into four distinct geographical regions: Kimberly, North, Arnhem, and Gulf.
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A closeup of the Makassan entry points we considered in red (Fig. S18) span four distinct255

geographic regions. In total, we simulated epidemics originating from 43 distinct patches.256
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Figure S18: North coastal region of Australia. All of the 42 separate patches we considered in the simulation
are shown in red. Numbers signify individual patches.
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D.3 Network Connections257

Figures S19, S20, S21, and S22 show a detailed map of each northern coastal region with the258

corresponding network structure. Nodes represent each patch and lines represent possible259

connections between patches. For simplicity, we assume that the rate of movement between260

patches connected by a line segment is the same for each patch.261

Figure S19: View of the Arnhem Land coast and the corresponding network structure. (a) A view of the coastal
region with patches labelled. (b) A network view of the coast with corresponding patches represented as nodes
and lines representing the connections where people can move between patches for travel. All connections are
bidirectional and the rate of movement out and return in are the same.
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Figure S20: View of the coast of the region called North and the corresponding network structure. (a) A view
of the coastal region with patches labelled. (b) A network view of the coast with corresponding patches repre-
sented as nodes and lines representing the connections where people can move between patches for travel. All
connections are bidirectional and the rate of movement out and return in are the same.
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Figure S21: View of the Kimberley coast and the corresponding network structure. (a) A view of the coastal
region with patches labelled. (b) A network view of the coast with corresponding patches represented as nodes
and lines representing the connections where people can move between patches for travel. All connections are
bidirectional and the rate of movement out and return in are the same.
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Figure S22: View of the Gulf coast and the corresponding network structure. (a) A view of the coastal region
with patches labelled. (b) A network view of the coast with corresponding patches represented as nodes and
lines representing the connections where people can move between patches for travel. All connections are
bidirectional and the rate of movement out and return in are the same.
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D.4 Full list of patches262

We provide a complete list of all language and cultural groups that we included in Table S10.263

We assigned patch numbers based on approximate geographic positions27 and numbered264

them from top to bottom and right to left. We based the projected 1788 populations on265

Williams et al.30 We used the Williams et al.30 values along with the original Tindale esti-266

mates of the mean total area each group occupied to determine the population densities of267

each patch. Also included in the table are the number of nearest-neighbouring patches, which268

for simplicity are the only patches to which visitors travel from their home patch. This gives269

an indication of how fast an epidemic might have spread with exposed individuals in a given270

patch. We grouped all patches by the 17 geographic regions (Fig. ??).271

Table S10: Full list of all 592 mainland Australian patches. The projected area and pre-colonial population are
included along with the population density and total number of nearest neighbour patches (patches residents
can visit).

patch group region modern location area estimated population nearest
st/terr. (lat/long) (km2) population density neighbours

1 Kaurareg West Cape QLD (-10.67,142.167) 388 721 1.86 2
2 Djagarago East Cape QLD (-10.83,142.583) 518 721 1.39 3
3 Jathaikana East Cape QLD (-11.167,142.75) 777 721 0.93 3
4 Ankamuti West Cape QLD (-11.167,142.33) 1,813 721 0.40 6
5 Gaari Arnhem QLD (-11.167,132.92) 52 100 1.93 3
6 Jaako Arnhem NT (-11.167,132.67) 777 721 0.93 4
7 Wurango Arnhem NT (-11.25,132.083) 1,295 721 0.56 2
8 Iwaidja Arnhem NT (-11.42,132.583) 259 321 1.24 5
9 Djalakuru Arnhem NT (-11.5,133.057) 1,554 1,283 0.83 6

10 Oitbi Arnhem NT (-11.5,132.5) 777 963 1.24 5
11 Tiwi North NT (-11.5,130.83) 8,029 2,787 0.35 2
12 Mutjati East Cape QLD (-11.583,142.75) 388 721 1.86 5
13 Unjadi West Cape QLD (-11.58,142.58) 1,295 460 0.36 8
14 Nggamadi West Cape QLD (-11.583,142.25) 1,942 690 0.36 3
15 Maung Arnhem NT (-11.75,133.5) 1,295 585 0.45 4
16 Lotiga West Cape QLD (-11.83,142.25) 1,036 271 0.26 5
17 Otati East Cape QLD (-11.92,142.92) 777 1,143 1.47 4
18 Nango Arnhem NT (-11.916,135.67) 777 721 0.93 2
19 Amarak North NT (-11.917,132.83) 2,331 1,287 0.55 6
20 Ngathokudi West Cape QLD (-12.08,142.417) 1,554 406 0.26 6
21 Tjongkandji West Cape QLD (-12.08,141.917) 388 335 0.86 3
22 Diakui Arnhem NT (-13,135.417) 5,698 1,900 0.33 3
23 Barara Arnhem NT (-12.08,134.67) 518 721 1.39 3
24 Gambalang Arnhem NT (-12.08,133.58) 1,554 716 0.46 3
25 Atjinuri West Cape QLD (-12.17,142.67) 1,813 474 0.26 8
26 Tepiti West Cape QLD (-12.17,142.17) 1,036 894 0.86 5
27 Nakara Arnhem NT (-12.17,134.5) 518 721 1.39 4
28 Gunavidji Arnhem NT (-12.17,134.17) 1,295 1,206 0.93 4
29 Ngardok North NT (-12.17,132.5) 518 721 1.39 3
30 Jupangati West Cape QLD (-12.33,141.83) 1,295 1,125 0.87 5
31 Dangu Arnhem NT (-12.6,136.5) 2,590 782 0.30 3
32 Djangu Arnhem NT (-12.3,136.5) 1,424 439 0.30 1
33 Djinang Arnhem NT (-12.3,134.5) 518 259 0.50 6
34 Gadjalivia Arnhem NT (-12.3,134.5) 518 259 0.50 6
35 Gunwinggu Arnhem NT (-12.3,133.58) 7,252 2,746 0.38 10
36 Noreweilemil North NT (-12.3,132) 1,036 540 0.52 3
37 Pakadji East Cape QLD (-12.42,143.083) 3,367 1,582 0.476 5
38 Njuwathai West Cape QLD (-12.42,142.3) 1,813 1,125 0.62 8
39 Ngormbur North NT (-12.42,132.33) 2,072 1,198 0.58 6
40 Djerimanga North NT (-12.42,131.42) 3,108 1,898 0.61 5
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