Appendix A. Additional dataset results
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Figure A.1: Correlation plots and coefficients illustrating key relationships in our inverse estimation
analysis for a deep neural network model trained on the Retinal Ganglion Cell Stimulus
Types dataset.
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Figure A.2: Correlation plots and coefficients illustrating key relationships in our inverse estimation
analysis for a gradient boosting machine model trained on the Retinal Ganglion Cell Stimulus
Types dataset.
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Figure A.3: Correlation plots and coefficients illustrating key relationships in our inverse estimation
analysis for a deep neural network model trained on the Sirtuin6é Small Molecules dataset.
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Figure A.4: Correlation plots and coefficients illustrating key relationships in our inverse estimation
analysis for a decision tree classifier model trained on the Sirtuin6 Small Molecules dataset.
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Figure A.5: Correlation plots and coefficients illustrating key relationships in our inverse estimation
analysis for a deep neural network model trained on the Anemia Types dataset.
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Figure A.6: Correlation plots and coefficients illustrating key relationships in our inverse estimation
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analysis for a voting classifier model trained on the Anemia Types dataset.
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Figure A.7: Correlation plots and coefficients illustrating key relationships in our inverse estimation
analysis for a deep neural network model trained on the Brain Stroke dataset.
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Figure A.8: Correlation plots and coefficients illustrating key relationships in our inverse estimation
analysis for an SVM model trained on the Brain Stroke dataset.




p =0.9775 p=0.6233

1.2 R ]
0.7675 1
9 1.0 L 9 0.7650
¥ . ¥
] ° 5 07625 - ®
2 | 2
g os ’ 9 0.7600
8 s 3
2 06 - Y Q 075754 PY .
g g‘ 0.7550 ® ¢
I L I o o o
041 o 0.7525
&o .
074 0;6 0:8 l,ID 1..2 1:4 016 017 0.18 0.19 0.20 0.21
Prior KLD Base model's error
(a) (b)
. p = 0.6011 p =0.6253
@ 0851 ® | 30875 e ./
5 S| E 4
0.850 ’
O 084 0.’ 3 7
9 ° o, S o .
L ® P ) o 0825 ’
c 0834 ® e
— 7, o]
© P Wosn{ ® @ . e
- ) ’ Q ’
+— 0.82 ’I &= '
n o ’ © 0.775 S
T 081 /’ ° ] ® e
T 0.750 1 ’
g 0.80 ~ = "
E" s~ € 0725 y
) - o e
€ 0791 «--- Perfect agreement | £ o700{ 7
n . . . N . . . .
0.80 0.82 0.84 0.70 0.75 0.80 0.85
Base model's train accuracy Base model's test accuracy

(c) (d)

Figure A.9: Correlation plots and coefficients illustrating key relationships in our inverse estimation
analysis for a naive Bayes model trained on the Heart Disease dataset.
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Figure A.10: Correlation plots and coefficients illustrating key relationships in our inverse estimation
analysis for a deep neural network model trained on the WBCD dataset.
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Figure A.11: Correlation plots and coefficients illustrating key relationships in our inverse estimation
analysis for a logistic regression model trained on the WBCD dataset.
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Figure A.12: Correlation plots and coefficients illustrating key relationships in our inverse estimation
analysis for a deep neural network model trained on the PenDigits (3 classes) dataset.
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Figure A.13: Correlation plots and coefficients illustrating key relationships in our inverse estimation
analysis for a random forest model trained on the PenDigits (3 classes) dataset.
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Figure A.14: Correlation plots and coefficients illustrating key relationships in our inverse estimation
analysis for a deep neural network model trained on the PenDigits (5 classes) dataset.
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Figure A.15: Correlation plots and coefficients illustrating key relationships in our inverse estimation
analysis for a random forest model trained on the PenDigits (5 classes) dataset.
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