Abstraction-based segmental simulation of
reaction networks using adaptive memoization

Supplementary Material

Contents
A Details to chemical reaction networks 1

B Population level abstraction for segmental

simulations 2
C Improving memory consumption 4

C.1 Adaptive memoization . . . . . .. ... ... .. 4

C.2 Segment-distribution approximation . . . .. ... ... ... .. 5
D Abstraction-based hybrid simulation 6
E Segmental simulation parameters 7
F Discussion about theoretical accuracy 9
G Earth Mover’s Distance (EMD) 10
H Additional experimental evaluation results 12
I Models 16

A Details to chemical reaction networks

We give a more detailed formal definition of Chemical Reaction Networks (CRN).
A CRN N = (A,R) is a pair of finite sets, where A is a set of species, |A| de-
notes its size, and R is a set of reactions. Species in A interact according to the
reactions in R. A reaction T € R is a triple 7 = (7, pr, k), where 7. € NI
is the reactant complex, p; € NIA is the product complex and k, € Rsq is the
coefficient associated with the rate of the reaction. r, and p, represent the



stoichiometry of reactants and products. A reaction 7 = ([1,1,0],[0,0,2], k1)
is written as 7 : A1 + Ag L 2)3.

Under the usual assumption of mass action kinetics, the time-evolution of
CRNs is governed by the Chemical Master Equation (see e.g. [2]) that leads to
a (potentially infinite) discrete-space, continuous-time Markov chain (CTMC)
X(t) = (Xui(t), Xa2(t),..., X|a|(t))s>0 describing how the probability of the
copy-numbers of each species evolve in time. The state change associated
with the reaction 7 is defined by v, = p, — r;, i.e., the state X is changed
to X’ = X + v,. A reaction can only happen (is enabled) in a state X if all
reactants are present in sufficient numbers. The transition rate correspond-
ing to a reaction 7 is given by a propensity function that, in general, depends
on the stoichiometry of reactants, their populations, and the coefficient k..
We focus on mass action kinetics where the propensity function is defined as
ar(X) =k, Hli‘l (X) but our approach can principally handle also alternative
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kinetics including Michaelis—Menten and Hill kinetics.

B Population level abstraction for segmental
simulations

A population-level abstraction partitions the state space of a system into regions
called abstract states. While in principle one can use any population-level ab-
straction for segmental simulation, inconsistencies like negative copy-numbers,
jump over abstract states, and the application of disabled reactions can arise if
we do not choose the abstraction carefully.

Example Consider the system visualized in Fig. 1 with only the reaction
r : 2X — () and the partitioning into three abstract states ai,as,ad: a; =
{0,1} with representative 0, abstract state as = {2,3,4} with representative
3 and a3z = {5,6, ...} with representative 10. In the segmental simulation, the
representative’s segments are applied to each concrete state of the abstract state
where a segment is a sequence of reactions until a different abstract state is
reached. The only possible segment starting at the representative of ag is the
sequence 10 = 8 55 6 5 4 leading to abstract state as. However, when we
apply this segment to the concrete state 5 of the same abstract state, we get
5535 15 —1. This is not consistent with the model as negative copy
numbers are reached. Further, when applying the same segment to the concrete
state 7 we get 7 — 5 — 3 = 1 reaching abstract state a;. While this is a
feasible sequence of the system, this segmental step jumped over the abstract
state aq, effectively ignoring the local dynamics.

Interval population-level abstraction In this work, we only consider popu-
lation-level abstractions that are the result of partitioning each dimension using
intervals. For each dimension, we define consecutive intervals that are anno-
tated with a representative. We write [z,y, 2] with 2 < y < z to denote the
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Figure 1: Problematic segmental simulation steps because of unsuitable abstrac-
tion. (top) Population abstraction with three abstract states ai,as,as. Circles
are concrete states. The representatives are bigger and black. The solid arrow
is a segment for as consisting of three reactions drawn as dotted arrows. (mid-
dle) Applying the segment to concrete state 5 leads to a negative copy number.
(bottom) Applying the segment to concrete state 7 jumps over as.

interval containing the values {z,z + 1, ...,z — 1, 2z} with representative y, e.g.,
[3,4,6] = {3,4,5,6} with representative 4. An abstract state in a d-dimensional
system is a hyper-rectangle that is described by d intervals, one for each di-
mension. The representative of an abstract state is the concrete state that
corresponds to the representatives of all its intervals. E.g., the abstract state
in a two dimensional system for intervals [3,4,6] and [10,21,42] contains all
concrete states (z,y) with 3 < x < 6 and 10 < y < 42 and has representative
(4,21).

Table 1: Exponential population-level abstraction for the Predator-Prey model
with population growth factor ¢=1.5.

]1eve1H0\1\2\3\4\5\6\7\ 8\ 9\ 10\ 11\ 12\ 13\ 14\
min [|[0|1[3] 6111931 49| 76| 117|179 | 272|442 |622| 937
rep |[0]1|4| 8[14|24|39|62| 96| 147|225 |341|516| 779 | 1173
max |[0|2[5]10|18[30|48|75|116| 178|271 | 441 | 621 | 936 | 1409

The abstraction function for a given population-level abstraction maps each
concrete state to its abstract state denoted as the vector of levels, e.g., for the
interval abstraction in Tab. 1 the concrete state (16,269) is mapped to abstract
state (4, 10) because 16 is in the interval 4 and 269 is in level 10.

Abstraction suitable for segmental simulation For a population-level
abstraction to be suitable for segmental simulation, it must hold that applying



the representative’s segments to any corresponding abstract state
1. does not apply reactions that are disabled, and
2. does not lead to a non-neighboring abstract state.

Note (1) implies that the same set of reactions is enabled in all concrete states
of an abstract state and negative copy numbers cannot be reached. Further, to
ensure that segmental simulation adequately approximates the dynamics of the
system, it must hold that the states within each abstract state emit a similar
probability space of the trajectories.

Exponential population-level abstraction Let N' = (A,R) be a CRN
and ¢ € R>; be the population growth factor. For each species s € A, we
first compute my = max,;cg(r;) the highest multiplicity of s in any reaction’s
reactant complex. If s does not react, i.e., mg = 0, then we do not split the
dimension of s into multiple segments as the number of s molecules is not impor-
tant for reusing segments.! Otherwise, we add the intervals [0,0,0], [1,1,1],...,
[ms—1,ms—1,ms—1] and define the following intervals iteratively: After the
interval i = [z,y, z] with z <y < z and size |i| := z — 2 + 1 we add the interval
i’ = [2',y, 2] where 2’ := z+1 and ¢/ := z+]i| and 2’ := [c-|é|]. Intuitively, the
next interval starts after the previous interval, it has the desired size of [c- |i|],
and its representative is the largest value that does not enable jumps over the
previous interval. An example of an exponential abstraction is given in Tab. 1.
In case we want to force additional user-defined levels, e.g., for more precision
in a certain range of copy numbers, we can generate intervals using a similar
(but more complicated) heuristic or with a constraint solver.

C Improving memory consumption

C.1 Adaptive memoization

Because memory is limited, one needs to decide for which abstract states one
wants to remember segments to achieve the best possible speedup. Or in other
words, we want to use the available memory as efficiently as possible.

The memory efficiency of an abstract state depends on the following three
values: (1) the expected speedup we gain by reusing a segment instead of gen-
erating a new one, (2) the frequency with which future simulations visit the
abstract state, and (3) the memory that is spent on the abstract state.

. speedup x frequency
efficiency =

memory

As it is infeasible to compute the efficiency directly, we need to approximate it.
Because this involves the generation of multiple segments to judge the expected

I For some applications like measuring the accuracy it can be important to force a partition
by setting ms := max(ms, 1).



speedup and thus takes significant time, we need to approximate the efficiency
on-the-fly.

For a given memory limit, our adaptive memorization works as follows: A
small fraction, typically 10%, of the memory is used for the identification of
the most frequently visited abstract states. Specifically, we will use a least-
frequently-used cache with dynamic aging (LFU-DA) [7]. This data structure
is ideal for our use case as it supports all operations in amortized O(1) and
updates usage counters that allow estimating the relative frequencies of abstract
states. Dynamic aging regularly halves all usage counters, effectively reducing
the impact of old usage data. This ensures that the frequencies adapt in cases
where the predicted behavior of segmental simulation changes significantly, e.g.,
if the memory is used for simulations with different initial state or end time.
Therefore, the adaptive memoization allows us to effectively apply the segmental
simulation in more advanced experimental scenarios where initial conditions or
simulation time is not fixed [5].

The rest of the available memory is used to store segments for each abstract
state in the cache and all data needed for the efficiency estimation. This ensures
that the majority of the memory is used to speed up the simulation. To esti-
mate the expected speedup of an abstract state, we measure the average time to
generate a new segment and compare it to the average time to reuse a saved seg-
ment.?Additionally, we keep track of the memory spent on each abstract state.
Once the total used memory exceeds the defined memory limit, we evaluate the
efficiency of all abstract states in the LFU-DA cache in order to free a specified
fraction of the available memory, typically 15%. This is achieved by marking
inefficient abstract states as inactive and removing their stored segments. In
an inactive abstract state, we do not apply segmental simulation and instead
evolve the system using SSA to reduce the error. If an inactive state becomes
efficient enough, e.g., because it is visited more frequently, it will be reactivated
in the next efficiency evaluation in order to collect new segments.

C.2 Segment-distribution approximation

When we reuse segments, we effectively sample from approximation of the ac-
tual segment distribution. If we sample from more segments we reduce the
corresponding error, however, this costs more memory per abstract state and
delays the simulation speedup. Up to this point, we required constant number
of segment k before we start reusing. We will now generalize and allow users
to define a memory function f(z) that determines the number of generated seg-
ments to sample from when visiting an abstract state for the xz-th time. The
memory function for a constant k is f(x) = k. A family of functions that al-
lows reuse earlier while generating an infinite amount of segments in the limit

2If efficiency is estimated using measured run times, the result of a segmental simulation
does not just depend on the seed used for random number generation but also on the hardware.
In cases where this is a problem, we propose to instead use the number of reactions to judge the
expected speedup. Beware that this might not be a good metric if advanced base simulators
are used.



Figure 2: (left) Approximation of a segment distribution made up of 100 sum-
maries. All summaries with the same direction have the same color, e.g., there
are 20 orange summaries in direction (+1,41) or northeast. (right) A very
similar but much more memory-efficient approximation with 30 summaries. For
directions with many summaries, all but 10 random summaries were discarded.
In order to keep the distribution similar the weights of those directions are in-
creased. E.g., in the northeast direction the number of summaries was halved,
but their weight doubled.

is f(z) = log(sx + 1)/s for some s > 0. However, any other non-decreasing
function is adequate.

While this determines the number of segments to sample from, it is not nec-
essarily useful to save all these segments to memory. In fact, when all segments
are similar, it is much more memory efficient if we just save one of them. How-
ever, if we generate a segment that corresponds to an unlikely event, it will differ
from the known segments and should be saved. Thus, we classify segments ac-
cording to their direction defined as the sign of the effect on each species, e.g., a
segment that changes the state by A(+3,—1,0) has direction (1,—1,0). Rather
than saving all segments, we only save a small number, usually 10, segments
per direction per abstract state. If we generated a segment for a direction with
enough examples, we discard it and instead increase the likelihood of segments
in this direction by increasing their weight when sampling a segment for reuse
as visualized in Fig. 2.

D Abstraction-based hybrid simulation

Reaction classification The reaction classification is done per abstract state.
First, each species is assigned a target classification according to the size of the
interval in the corresponding dimension. If the interval is larger than some pa-
rameter teg, typically 400, the target is fast, otherwise, it is slow. Next, each
reaction is classified according to the slowest species affected by the reaction.
Finally, we compare the combined speed of all slow reactions with the combined
speed of all fast reactions. If the propensity of the fast reactions is not signif-
icantly larger, typically of,ss=4 times larger, we instead classify every reaction
as slow to avoid the overhead needed to approximate the ODE. Further, instead
of classifying into just slow and fast reactions, we add a third class of reactions
with a medium speed that is evolved using 7-leaping. Typically, we use the
parameters tmedium=> and Omedium=2-
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Figure 3: A hybrid simulation step starting in state s of an abstract state. (left)
For every speed, the effects are first calculated separately. (middle) Then, the
effects are combined leading out of the abstract state to state s’. (right) As the
combined effect was too large, the events are replayed in random order. Between
every discrete reaction, there is a continuous evolution. The first state outside
of the abstract state is s” # .

Hybrid step To perform one step of the hybrid simulation, we first determine
the time At=min(Atgow, Atmedium, Atfast) for the next hybrid simulation step.
Here, Atgow is the time of the next slow reaction according to SSA, Atmedium: =T
according to the T-leaping approach of [1] and At s, is the time needed for the
fast reactions to change the abstract state according to the ODE. Next, we
evolve the state according to the ODE for fast reactions up to time At. Finally,
we sample the discrete reactions that occur in this step and apply their effect.
The number of occurrences for medium reactions is determined by 7-leaping for
7 := At. In case At < Atgga, the next slow reaction was too late. Otherwise,
the next slow reaction occurs and is sampled according to SSA.? This process
is illustrated in Fig. 3.

Overshooting Our hybrid simulation needs to handle cases where a single
hybrid step is significantly larger than expected. This is typical whenever 7-
leaping is used as it is unlikely but possible to sample very large values from the
Poisson distributions. This could lead to negative copy numbers. A common
solution for these rare events in 7-leaping is to discard the step and retry with
a smaller 7. In our hybrid simulation approach we reclassify reactions once
we leave the abstract state. Thus, we also consider steps too large if they do
not stop right after the abstract state border. As this is quite common, we do
not discard the sampled step but replay all reactions in random order until the
abstract state is left (see right part of Fig. 3).

E Segmental simulation parameters

We explain the hyper-parameters of the simulation methods presented in this
work and note their default values.

3 The interaction between slow and medium reactions is analogous to critical and non-
critical reactions in [1].



population-level growth factor ¢ € Ry (default: ¢=1.5).

It determines the exponential growth of the population-level abstraction
(see Sec. B). Intuitively, each dimension is partitioned into intervals start-
ing with intervals of size one for small copy-numbers, and the n-th interval
is ¢ times as large as interval (n—1). For c=1, every concrete state is in a
different abstract state.

7-leap rate tolerance € € R (default: £=0.03) A bound for the acceptable
relative change in propensities is used to determine the next time window
in 7-leaping as defined by [1]. Intuitively, we sample and apply all reactions
that occur in the next 7 seconds at once because the rate of each reaction
does not change by more than a factor of €.

segmental memory function f : N — Rx¢ (default: f(z) = log(sx +1)/s
with s = 0.0359)

A function determining the number of effective segments to sample the
next segment from if z is the number of visits to the current abstract state.
The function typically should be monotonic and non-decreasing. Exam-
ple: If the current abstract state was visited 1000 times, then f(1000) =
log(0.0359 - 1000 + 1)/0.0359 = 100.491 and the next segment is chosen
out of 101 segments.

memory limit in bytes m € N (default: m=>5.000.000, or 5GB)
The segmental simulation will use at most this much memory for storing
segments.

memory fraction for abstract state cache Meache € R (default: meache =
0.1)

The segmental simulation will reserve this fraction of the total memory to
store the known abstract states. If the cache is full and a new abstract
state is hit, the least frequently used abstract state and all its segments
will be removed from memory.

memory freeing fraction Mee € R (default: mgee = 0.85)

If segmental simulation hits the memory limit because of too many saved
segments, it removes the segments of the least efficient abstract states.
Specifically, the memory reserved for segments is Mgeg := M - (1 — Mcache)
bytes. After the memory freeing, at most mgeg - Miree bytes are used.

mazimum frequency in LEU DA cache fmax € N (default: fiax = 1000)
The LFU DA cache counts the number of uses of each element in order
to keep the most frequently used abstract states in the cache. To avoid
overflow of this counter, we limit it to fy.x. Elements with maximal usage
count can only be increased after the next dynamic aging event.

mazimum frequency foa € R (default: fpa =0.1)
A dynamic aging event happens once the average use counter in the cache
exceeds fmax © fDA. This halves all usage counters. If an abstract state is
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not used anymore, but the memory is full, dynamic aging will reduce the
abstract state’s counter until it is removed from memory.

minimum interval size for ODE tegs € N (default: tg,s=400).

In the abstraction-based hybrid simulation, a species can only be treated as
continuous if the interval of the current abstract state in the corresponding
dimension has at least size tgys;. This makes sure that only large copy
numbers are evolved in a deterministic manner. In abstraction-based 7-
leaping (TAU) we set tgst=00 to disable ODE.

minimum interval size for T-leaping tmedium € N (default: tmedium=>5).
In the abstraction-based hybrid simulation, a species can only be evolved
using 7-leaping if the interval of the current abstract state in the corre-
sponding dimension has at least size tyedium- 1his makes sure that species
with very few molecules are evolved using SSA and thus only change one
reaction at a time.

overhead factor for ODE ogs € R>1 (default: ogs=4)

If the total propensity of all fast reactions is not at least ofagst, then they
get classified as SSA instead to circumvent the overhead of solving an
ODE for a few reactions.

overhead factor for T-leaping omedium € R>1 (default: omedium=2)

If the total propensity of all medium reactions is not at least opedium, then
they get classified as SSA instead to mitigate the overhead of performing
a 7-leaping step.

ODE solver sopg (default: DormandPrince54Integrator)

To evolve the CRN deterministically, we numerically solve the underly-
ing system of ODEs. We make use of the Apache commons library for
ODEs and use the Apache Commons math library for JAVA. The default
Dormand-Prince solver is an embedded Runge-Kutta integrator of order
5(4) with automatic step size control and uses the following parameters:
minimum step size 1.0E-12, maximum step size 100, absolute tolerance
1.0E-3, relative tolerance 1.0E-8.

Discussion about theoretical accuracy

SEG has the following two error sources.

Segment distribution approzimation error: By reusing a finite number of

saved segments, we effectively sample an approximation of the actual segment
distribution starting at the representative of an abstract state. If the number of
saved segments is too small, the abstract might miss important local behavior or
skew the probabilities of events. However, the error decreases when the number
of segments is increased and vanishes when the number of segments approaches
infinity.


https://commons.apache.org/

Abstraction error: Recall that SEG does not sample the segment distribution
for the current state but instead samples the distribution for the representative
of the current abstract state. Because the propensities, and thus the rates of
reactions, are different for different states, this inherently introduces an error.
The abstraction error is reasonably small in practice as the segment distributions
for states within one abstract state are quite similar: Consider that within any
abstract state, the propensity and thus rate for a mass-action reaction varies by
at most the factor ¢” where c is the growth factor of the exponential abstraction
and r is the number of reactants. Decreasing the size of abstract states decreases
the abstract error and it vanishes for ¢=1, where every state corresponds to a
different abstract state.

While SEG changes the probability measure over the space of runs, we make
sure that it never produces spurious behavior, i.e., every simulated reaction was
enabled. This is achieved by choosing a suitable population-level abstraction,
as described in Sec. B.

G Earth Mover’s Distance (EMD)

To assess the accuracy of a simulation method, we want to compare the transient
distribution approximated by generating a large number of simulations with the
true transient distribution. Thus, we need a metric that measures the similarity
of arbitrary, possibly high-dimensional, distributions. One such metric is the
first Wasserstein distance or Kantorovich—-Rubinstein metric, also known as
Earth Mover’s Distance.

General definition of Earth Mover’s Distance (EMD) Let M be a com-
pact metric set. The Farth-Mover’s Distance (EMD) of the probability distri-
butions p and v on M is defined as

EMD(N: V) = Treinrbﬁ ») IE(av,y)NTrH"r - ym

where II(p,v) is set of all joint distributions m(x,y) with first marginal p and
second marginal v [6]. When comparing transient distributions of a CRN with
n dimensions, then M = R™. Intuitively, when we interpret both distributions
as piles of dirt, then the EMD is the minimal cost of transforming one into the
other when the cost is the amount of dirt moved times the distance it is moved.

Computing the EMD Even in the case where the distributions have finite
support, e.g., because we approximated a transient distribution using a finite
number of simulations, one must solve a large transportation problem using
linear programming to compute the EMD. This makes computing the general
EMD infeasible in practice. However, for distributions with finite support in one
dimension, there is a simple algorithm that computes the EMD in (quasi-)linear
time (see Alg. 1). Thus, we instead use the total EMD

10



Algorithm 1 Computing EMD in 1D with finite supports
Require: probability distributions u, v with finite supports S,, S, C R
Ensure: d = EMD(p,v)
1. S:= SM U SV
2: d := 0.0, movingmass := 0.0, last := 0.0
3: for x € SORTASCENDING(S) do
4: d := d + |movingmass - (last — x)|
5
6
7

movingmass := movingmass — p(x) + v(zx)
last ==«
: end for

TOTALEMD (p,v) = > EMD(ui, v;)
1<i<n

where p; and v; are the projections of the distributions to dimension ¢ and n is
the number of species.

Total Level EMD In our work, we report the EMD not for the concrete
transient distribution but instead for the transient distribution over the abstract
domain. Intuitively, we are interested in the general level of the species, not their
exact value. The total level EMD is

TOTALLEVELEMD (i, v) = TOTALEMD (a(p), a(v))

where a is the abstraction function extended to modify the support of probability
distributions.

11



H Additional experimental evaluation results

Figs. 4 and 5 compare plots of SSA simulations to both segmental simulation
approaches. Fig. 6 shows the speedup we achieve when generating an increasing
number of simulations with segmental simulation instead of SSA. Tab. 2 gives
details about the memory usage when generating 10.000 simulations. A more
detailed speedup comparison of segmental simulation and the hybrid simulation
approach of [4] is given in Tab. 3.
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Figure 4: Comparison of SSA simulation (left) and segmental simulation using
SSA (right) for different models.
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Figure 6: Speedup achieved by segmental simulation over SSA when generating
a given number of simulations.

Table 2: Memory usage and the number of abstract states/segments in memory
after 10.000 segmental simulations. Compared to [3], the memory requirements
are reduced because of adaptive memory management and segment distribution
approximation. This enables segmental simulation for models of any size. (*)
Even more abstract states were visited but could not be saved. (**) The method
is not adaptive and thus does not handle cases where the memory limit of 5GB
is reached.

Model abstract Segments Memory
states total [ in approxim. [ CMSB [3] | adaptive
PP 300 | 38,000 5,700 (15%) 2.6MB 390kB
VI 430 | 42,000 | 10,000 (24%) | 3.5MB | 840kB
TS 10,000 | 7.2E5 | 2.5E5 (35%) 69MB 24MB
RP 29,000 | 2.4E6 | 6.2E5 (26%) 230MB 61MB
TSxRP || 6.3E6(F) | 5.0E7 | 2.5E7 (50%) | OOM(*) 5GB
EC 14E6 | 5.5E7 | L7EG (31%) | OOM(™) 5GB

Table 3: Runtime comparison with [4] for 100,000 simulations. Speedups are
relative to the respective SSA implementation.

Model “ [4] H Our results ‘
‘ SSA ‘ Adaptive hybrid H SSA ‘ TAU ‘ HYB ‘ SEG u. SSA ‘ SEG u. HYB ‘

RP H 232 hours ‘ 3.0 hours (77x) H 233 hours ‘ 30 hours (7.9x) ‘ 9.7 hours (24x) ‘ 1.5 hours (160x) ‘ 0.47 hours (500x) ‘
TS H 47 days ‘ 1.1 days (4 3x) H 24 days ‘ 3.8 days (| G 4x) ‘ 2.0 days ( 12x ‘ 2.1 hours 280‘( ‘ 1.9 hours ’HOX ‘
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Generating training inputs for Nessie [8]. For this experiment we con-
sider the T'S model with parameterised rates: the value of each rate r}, i € [0,13],
is always within an order of magnitude wrt. value r; considered in Table 6:
rl € [%0 -1;,10 - 7;]. Training data included 40,000 uniformly sampled param-
eter valuations, for which transient distributions were computed using either
SSA (our implementation in SAQuaiA) or SEG+HYB with the growth factor
c = 1.1. Given parameter valuation, from one SAQuaiA run for end time 100s,
we extracted transient distributions for times 1,...,100s. The resulting tran-
sient distributions are marginalized to represent distributions over the quantity
of the protein sA, representing 4,000,000 training points for Nessie. Similarly,
distributions for 100 and 500 random parameter valuations were used as valida-
tion and testing data, respectively; distributions for these training points were
obtained by running 10,000 SSA simulations. Nessie was run with default set-
tings. The scripts used to generate training data, the resulting neural networks
and their outputs are available at https://github.com/randriu/saquaia.
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I Models

The exact definitions of all models used in the evaluation are given in Tabs. 4
to 9. This includes their reactions together with their respective propensity
functions, their initial state, and the time horizon of interest.

Table 4: Definition of the Predator Prey (PP) model.
] Predator Prey

Species (2) || PRED, PREY
Initial state || (200 x PRED, 200 x PREY)
End time 200s

1-PREY

Reactions rep : PREY —— 2PREY

(3) eat : PRED + Pruy 202 PRDPRY, obppn

1-PRED
starve : PRED —— ()

Table 5: Definition of the Viral Infection (VI) model.
’ Viral Infection
Species (4) || DNA,RNA,P,V
Initial state || (1 x RNA)
End time 200s

Reactions d0: DNA +P L1125E -5 DNAP, \Y%
(6) z:RNA 20N pNA 4+ P
0.025-DNA
t: DNA 2022PNA HhNA + RNA
p: RNA X DNA + RNA
A2 - RNA 0.25:RNA @
d5 ) 1.9985-P @
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Table 6: Definition of the Toggle Switch (TS) model.

Toggle Switch

Species (6) MA, MB,SA. B, PA, PB
Initial state 0
End time 50000s
Reactions || 70 : ) & MA T71MB+SAM>SA
(14) r1:0 5 MB r8: MA + sB 22MASB, B
0.1-MA 0.1-PB
r2:MA —— 0 |[r9:PB —— 0
0.1-MB 0.01-sA
r3:MB ——= 0 |r10: SA ——= 0
0.1-PA 0.01-sB
rd: PA =50 [r1l:sB ——2 ()
r5: MA M g A | r12: A 125 gA 4 pA
r6: MB 222 oB | r13 : sB 222, 5B + pB

Table 7: Definition of the Repressilator (RP) model.

Repressilator

Species (6) MA, MB, MC, PA, PB, PC

Initial state (10 x MA, 500 x PA)

End time 500005

Reactions || spawnA : () 2L MA despawnC' : MC 0.01C, "

(15) spawnB : 24 MB degradeA : MA+pPB SOMAPB, g
spawnC : RENSVIe degradeB : MB+prC S0MB-PC,
prodA : MA SOMAL MA 4 PA degradeC : MC+PA SOMCPA A
prodB : MB SOMB VB + PB | dissolved : pA 20 ()
prodC : MC 2% \iC + pC | dissolveB : PB 228, )
despawnA : MA 0.01MA, 1] dissolveC' : pC L0L°C, )
despawnB : MB 225, g
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Table 8: Definition of the Toggle Switch x Repressilator (TSxRP) model.

] Toggle Switch x Repressilator

Species (12) MM.S. S, PP, MA, MBMC, PA,PB, pC
Initial state (10 x MA, 500 x PA)
End time 50000s
Reactions r0:0 5 M r7oM 48 207, o
(29) r1: 05w r8 M4 s 2N
r2 M 21 g ngplﬁ)@
r3 w2 g r10:s 225 ¢
rd:p 220 rll:s/Ll'S/)(])
r5 M 2 g T12:S£>S+P
7"6:M'ﬂ>s' r13:s/ﬂ>s’+P’
spawnA : 0 25 MA despawnC : MC 001G,
spawnB : ) 25 vB degradeA : MA + PB S0vAPB,
spawnC : () RENEVIE degradeB : MB + PC SOMBPC, L
prodA : MA 222 \A 4+ PA | degradeC : MC + pA Z2MCPA, pA
prodB : MB 2% MB + PB | dissolveA : A 2
prodC : MC 50N \C + pC | dissolveB : pB 22272, ¢
despawnA : MA 22 0 dissolveC s pC 221G
despawnB : MB 2.01MB, g
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Table 9: Definition of the E. coli (EC) model.

|

E. coli

Species (23)

PLAc, RNAP,PLACRNAP, TRLACZ1, RBSLACZ, TRLACZ2,

TRLACY1,RBsSLACY, TRLACY2, RIBOSOME,
RBSRIBOSOMELACZ, RBSRIBOSOMELACY, TRRBSLACZ,
TrRRBsSLACY,LAcZ, LACY,DGRLACZ, DGRLACY,
DGRRBSLACZ, DGRRBSLACY, LACTOSE, LACZLACTOSE,
PRODUCT

Initial state

(PLAC, 35 x RNAP, 350 x RIBOSOME)

End time 2000s
Reactions || 70: PLac + RNAp 21T PLACRNAP, by (RNAP
(22) r1: PLACRNAP L2OTIACRNAR, br .\ { RNAP

72 : PLACRNAP LOPLACRNAP e r 071

r3: TRLACZ1 ZOTREACZL by ) o 4 RBSLACZ + TRLACZ2

r4 : TRLACZ2 2O TREACZE e r AoYl

75 : TRLACY1 =0 TREACYL, ool ACY + TRLACY?2

0.36-TRLACY2
r6 : TRLACY2 —22 21412 RNAP

0.17-RBSLACZ-RIBOS
r7 : RBSLACZ + RIBOSOME DS LACZ- MBOSOME, RBSRIBOSOMELACYZ

0.17-RBSLACY-RIBOSOME

r8 : RBSLACY + RIBOSOME RBSRIBOSOMELACY

0.45-RBSRIBOSOMELACZ

r9 : RBSRIBOSOMELACZ RBSLACZ + RIBOSOME

0.45-RBSRIBOSOMELACY
710 : RBSRIBOSOMELACY —=2

0.4-RBSRIBOSOMELACZ

r1ll : RBSRIBOSOMELACZ ——————  — RBsSLACZ + TRRBsSLACZ
RBsLACY + TRRBsLACY

0.4-RBSRIBOSOMELACY

r12 : RBSRIBOSOMELACY -2 PERIBOSOMPLACY,
0.015-TRRBSLACZ

r13: TRRBSLACZ 22 RAPSACE, 1 007
0.036-TRRBSLACY

r14 : TRRBSLACY ——— P00, 1 ACY

6.42E—5-LACZ
r15: LacZ —222 =22 [ GRLACT

6.42FE—5-LAcY
rl6 : LACY ——————— DGRLACY

rl17 : RBsLacZ M DGRRBSLACZ

718 : ResLacy 23 RBLACY 4 RBSLACY

9.52F —5-LACZ-LACTOSE
r19 : LACZ 4+ LACTOSE LACZLACTOSE

431.0-LACZLACTOSE
ittt §

720 : LACZLACTOSE LACZ + prODUCT

721 : Lacy 220TY 1 0 6Y + LACTOSE
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