
The details of model structure. The most fundamental model is 

ProteoGPT pre-trained model based on GPT-2 architecture. And the model 

structure of AmpGenix is identical that of ProteoGPT. AmpSorter and 

BioToxiPept are created by adding an additional classification head and 

output layer at the end of the ProteoGPT to reduce the dimension to 2. For 

ProteoGPT, initial parameters from “gpt2” were then fine-tuned with Cross 

entropy as loss function, epochs=8, batch size = 8 and learning rate = 1.5 

× 10−3. Then AmpGenix was generated by fine-tuning ProteoGPT with 

epochs=30, batch size = 8, learning rate = 1.5 × 10−3; AmpSorter with 

epochs=20, batch size = 512, learning rate = 1.5 × 10−3; BioToxiPept with 

epochs=20, batch size = 256, learning rate = 1.5 × 10−3. AdamW 

optimization algorithm with default parameters were employed to regulate 

the scale of model parameters to mitigate the risk of overfitting. And data 

parallelism acceleration strategies on GPU (A40) was implemented to 

enhance training efficiency. For individual models, they were fixed and 

unchanged after the training, and a peptide with prediction probability 

greater than 0.5 (positive) is considered a candidate AMP in AmpSorter or 

a poisonous peptide in BioToxiPept. The four models above were built with 

the Transformer library (version 4.27.1). 
 ProteoGPT and AmpGenix 
GPT2LMHeadModel( 
  (transformer): GPT2Model( 
    (wte): Embedding(50257, 768) 
    (wpe): Embedding(1024, 768) 
    (drop): Dropout(p=0.1, inplace=False) 



    (h): ModuleList( 
      (0): GPT2Block( 
        (ln_1): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
        (attn): GPT2Attention( 
          (c_attn): Conv1D() 
          (c_proj): Conv1D() 
          (attn_dropout): Dropout(p=0.1, inplace=False) 
          (resid_dropout): Dropout(p=0.1, inplace=False) 
        ) 
        (ln_2): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
        (mlp): GPT2MLP( 
          (c_fc): Conv1D() 
          (c_proj): Conv1D() 
          (act): NewGELUActivation() 
          (dropout): Dropout(p=0.1, inplace=False) 
        ) 
      ) 
      (1): GPT2Block( 
        (ln_1): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
        (attn): GPT2Attention( 
          (c_attn): Conv1D() 
          (c_proj): Conv1D() 
          (attn_dropout): Dropout(p=0.1, inplace=False) 
          (resid_dropout): Dropout(p=0.1, inplace=False) 
        ) 
        (ln_2): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
        (mlp): GPT2MLP( 
          (c_fc): Conv1D() 
          (c_proj): Conv1D() 
          (act): NewGELUActivation() 
          (dropout): Dropout(p=0.1, inplace=False) 
        ) 
      ) 
      (2): GPT2Block( 
        (ln_1): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
        (attn): GPT2Attention( 
          (c_attn): Conv1D() 
          (c_proj): Conv1D() 
          (attn_dropout): Dropout(p=0.1, inplace=False) 
          (resid_dropout): Dropout(p=0.1, inplace=False) 
        ) 
        (ln_2): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
        (mlp): GPT2MLP( 
          (c_fc): Conv1D() 



          (c_proj): Conv1D() 
          (act): NewGELUActivation() 
          (dropout): Dropout(p=0.1, inplace=False) 
        ) 
      ) 
      (3): GPT2Block( 
        (ln_1): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
        (attn): GPT2Attention( 
          (c_attn): Conv1D() 
          (c_proj): Conv1D() 
          (attn_dropout): Dropout(p=0.1, inplace=False) 
          (resid_dropout): Dropout(p=0.1, inplace=False) 
        ) 
        (ln_2): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
        (mlp): GPT2MLP( 
          (c_fc): Conv1D() 
          (c_proj): Conv1D() 
          (act): NewGELUActivation() 
          (dropout): Dropout(p=0.1, inplace=False) 
        ) 
      ) 
      (4): GPT2Block( 
        (ln_1): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
        (attn): GPT2Attention( 
          (c_attn): Conv1D() 
          (c_proj): Conv1D() 
          (attn_dropout): Dropout(p=0.1, inplace=False) 
          (resid_dropout): Dropout(p=0.1, inplace=False) 
        ) 
        (ln_2): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
        (mlp): GPT2MLP( 
          (c_fc): Conv1D() 
          (c_proj): Conv1D() 
          (act): NewGELUActivation() 
          (dropout): Dropout(p=0.1, inplace=False) 
        ) 
      ) 
      (5): GPT2Block( 
        (ln_1): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
        (attn): GPT2Attention( 
          (c_attn): Conv1D() 
          (c_proj): Conv1D() 
          (attn_dropout): Dropout(p=0.1, inplace=False) 
          (resid_dropout): Dropout(p=0.1, inplace=False) 



        ) 
        (ln_2): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
        (mlp): GPT2MLP( 
          (c_fc): Conv1D() 
          (c_proj): Conv1D() 
          (act): NewGELUActivation() 
          (dropout): Dropout(p=0.1, inplace=False) 
        ) 
      ) 
      (6): GPT2Block( 
        (ln_1): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
        (attn): GPT2Attention( 
          (c_attn): Conv1D() 
          (c_proj): Conv1D() 
          (attn_dropout): Dropout(p=0.1, inplace=False) 
          (resid_dropout): Dropout(p=0.1, inplace=False) 
        ) 
        (ln_2): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
        (mlp): GPT2MLP( 
          (c_fc): Conv1D() 
          (c_proj): Conv1D() 
          (act): NewGELUActivation() 
          (dropout): Dropout(p=0.1, inplace=False) 
        ) 
      ) 
      (7): GPT2Block( 
        (ln_1): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
        (attn): GPT2Attention( 
          (c_attn): Conv1D() 
          (c_proj): Conv1D() 
          (attn_dropout): Dropout(p=0.1, inplace=False) 
          (resid_dropout): Dropout(p=0.1, inplace=False) 
        ) 
        (ln_2): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
        (mlp): GPT2MLP( 
          (c_fc): Conv1D() 
          (c_proj): Conv1D() 
          (act): NewGELUActivation() 
          (dropout): Dropout(p=0.1, inplace=False) 
        ) 
      ) 
      (8): GPT2Block( 
        (ln_1): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
        (attn): GPT2Attention( 



          (c_attn): Conv1D() 
          (c_proj): Conv1D() 
          (attn_dropout): Dropout(p=0.1, inplace=False) 
          (resid_dropout): Dropout(p=0.1, inplace=False) 
        ) 
        (ln_2): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
        (mlp): GPT2MLP( 
          (c_fc): Conv1D() 
          (c_proj): Conv1D() 
          (act): NewGELUActivation() 
          (dropout): Dropout(p=0.1, inplace=False) 
        ) 
      ) 
      (9): GPT2Block( 
        (ln_1): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
        (attn): GPT2Attention( 
          (c_attn): Conv1D() 
          (c_proj): Conv1D() 
          (attn_dropout): Dropout(p=0.1, inplace=False) 
          (resid_dropout): Dropout(p=0.1, inplace=False) 
        ) 
        (ln_2): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
        (mlp): GPT2MLP( 
          (c_fc): Conv1D() 
          (c_proj): Conv1D() 
          (act): NewGELUActivation() 
          (dropout): Dropout(p=0.1, inplace=False) 
        ) 
      ) 
      (10): GPT2Block( 
        (ln_1): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
        (attn): GPT2Attention( 
          (c_attn): Conv1D() 
          (c_proj): Conv1D() 
          (attn_dropout): Dropout(p=0.1, inplace=False) 
          (resid_dropout): Dropout(p=0.1, inplace=False) 
        ) 
        (ln_2): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
        (mlp): GPT2MLP( 
          (c_fc): Conv1D() 
          (c_proj): Conv1D() 
          (act): NewGELUActivation() 
          (dropout): Dropout(p=0.1, inplace=False) 
        ) 



      ) 
      (11): GPT2Block( 
        (ln_1): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
        (attn): GPT2Attention( 
          (c_attn): Conv1D() 
          (c_proj): Conv1D() 
          (attn_dropout): Dropout(p=0.1, inplace=False) 
          (resid_dropout): Dropout(p=0.1, inplace=False) 
        ) 
        (ln_2): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
        (mlp): GPT2MLP( 
          (c_fc): Conv1D() 
          (c_proj): Conv1D() 
          (act): NewGELUActivation() 
          (dropout): Dropout(p=0.1, inplace=False) 
        ) 
      ) 
    ) 
    (ln_f): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
  ) 
  (lm_head): Linear(in_features=768, out_features=50257, bias=False) 
) 
 AmpSorter and BioToxiPept 
GPT2ForSequenceClassification( 
  (transformer): GPT2Model( 
    (wte): Embedding(50257, 768) 
    (wpe): Embedding(1024, 768) 
    (drop): Dropout(p=0.1, inplace=False) 
    (h): ModuleList( 
      (0-11): 12 x GPT2Block( 
        (ln_1): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
        (attn): GPT2Attention( 
          (c_attn): Conv1D() 
          (c_proj): Conv1D() 
          (attn_dropout): Dropout(p=0.1, inplace=False) 
          (resid_dropout): Dropout(p=0.1, inplace=False) 
        ) 
        (ln_2): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
        (mlp): GPT2MLP( 
          (c_fc): Conv1D() 
          (c_proj): Conv1D() 
          (act): NewGELUActivation() 
          (dropout): Dropout(p=0.1, inplace=False) 
        ) 



      ) 
    ) 
    (ln_f): LayerNorm((768,), eps=1e-05, elementwise_affine=True) 
  ) 
  (score): Linear(in_features=768, out_features=2, bias=False) 
) 


