
Supplementary Information

A tied-weight autoencoder for the linear dimensionality reduction of sample data

Figure S1. Plots of the number of observations versus the unit indices in ascending order of their observations.
The number of units used and the total number of observations are 2,000 and 10,000, respectively. Each plot is
drawn with different code sizes: 4, 8, 12, 16, and 20. (a) FMNIST, (b) SVHN, and (c) CIFAR10.
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Figure S2. Plots of ∆(θ) versus θ drawn with different code sizes: 4, 8, 12, 16, and 20. (a) FMNIST, (b) SVHN,
and (c) CIFAR10.
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Figure S3. Plots of the mean squared error for each class label of MNIST when the number of codes is (a) 8, (b)
12, (c) 16, and (d) 20.
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Figure S4. Results of mean squared error for each class label when the number of codes is 8, 12, 16, and 20. (a)
FMNIST, (b) SVHN, and (c) CIFAR10
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Figure S5. The reconstructed input images when the code size is (a) 8, (b) 12, (c) 16, and (d) 20. From top to
bottom and left to right: MNIST, FMNIST, SVHN, and CIFAR10.
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Figure S6. Plots of the F1 score for each class label of MNIST when the number of codes is (a) 8, (b) 12, (c) 16,
and (d) 20.
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Figure S7. Results of F1 score for each class label when the number of codes is 8, 12, 16, and 20. (a) FMNIST, (b)
SVHN, and (c) CIFAR10
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Figure S8. Plots of balanced accuracy for each class label of MNIST when the number of codes is (a) 8, (b) 12, (c)
16, and (d) 20.
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Figure S9. Results of balanced accuracy for each class label when the number of codes is 8, 12, 16, and 20. (a)
FMNIST, (b) SVHN, and (c) CIFAR10
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