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Abstract

Purpose

Along with other industries, healthcare is becoming increasingly digitized. Our study explores how the field of academic medicine is preparing for this digital future. We conducted an analysis of strategic plans from two organizational forms that shape the field of academic medicine: medical schools and academic health science centres.

Method

This study was conducted in 2023. Active strategic plans available in English were collected from faculties of medicine in Canada (n = 14), departments in medical schools (n = 17), academic health science centres (n = 23) and associated research institutes (n = 5). In total, 59 strategic plans were subjected to a practice-oriented form of document analysis, informed by the concept of sociotechnical imaginaries.

Results

While both organizational types are attending to the digital future of healthcare, this future seems to be under-specified in the strategic planning of medical schools. In contrast, academic health science centres are pursuing a robust sociotechnical future with transformative implications for how care is conducted, what forms of knowledge are prioritized, how patients and patienthood will be understood, and how data work will be distributed.

Conclusions

Looking through the lens of sociotechnical imaginaries, this study illuminates strategic plans as framing desirable futures, directing attention towards specific ways of understanding problems of healthcare, and mobilizing the resources to knit together social and technical systems in ways that bring these visions to fruition. There are bound to be tensions as these sociotechnical imaginaries are translated into material realities. Many of those tensions and their attempted resolutions will have direct implications for the expectations of health professional graduates, the nature of clinical learning environments, and future relationships with patients. Sociology of digital health and science and technology studies can provide useful insights to guide leaders in academic medicine shaping these digital futures.

Introduction

The future of healthcare is digital. This declaration graces the headlines of various reports, white papers, promotional materials, and fundraising campaigns. Whether this digital future will be continuation of
academic medicine as currently constructed, or whether these imagined futures suggest something far more transformational, is up for debate. With this paper, we invite a discussion on the future of academic medicine within the context of increasingly digitized healthcare systems. We accomplish this through an analysis of current strategic plans produced by medical schools and academic health sciences centres in Canada. Through this analysis, we illuminate the various discourses operating in strategic planning of these key organizations, attending to the discourses that are most prevalent and those that are more marginalized. While our study is grounded in Canadian organizations, our interest in increasingly digitized healthcare environments is shared globally. Indeed, one of the many promises of digital health is to reduce the geographical barriers that have previously defined healthcare work. In this way, digital health is both a local and a global phenomenon with profound implications for what it means to give and receive care.

Part of the challenge in understanding the potential and actual implications of digital health lies in the definitional ambiguity. As Henwood and Marent comment (2019), “digital health is both easy and hard to define” (p. 1). While there is not yet consensus about what is included under the umbrella of digital health, most definitions include a wide range of tools used for telemedicine and virtual care. Another category of tools relates to health information communication technologies (e.g. electronic patient records, computerized provider order entry, web-based eHealth applications), collectively called eHealth. Mobile technologies (e.g. data producing wearable technologies, remote monitoring technologies, health related applications of various mobile digital devices) are becoming increasingly prominent, collectively referred to as mHealth (Lupton, 2012). More recently, advances in data science have introduced new forms of algorithmic medicine, incorporating artificial intelligence (AI) and machine learning into the complex processes of diagnosis and prognosis (Marent & Henwood, 2023).

Before engaging with those categories further, we must clarify how we are deploying the concepts of AI and machine learning. The term AI has been used to refer to a range of processes and has been further complicated by its use in general media and its sensationalism by the entertainment industry. In general, AI refers to the capacity of computers or other machines to exhibit, simulate, or imitate intelligent behaviour (Matheny et al., 2019). Machine learning is a subset of AI, referred to as “a family of statistical and mathematical modelling techniques that use a variety of approaches to automatically learn and improve the prediction of a target state without explicit programming” (Matheny et al., 2019, p. 15). Most familiar in day-to-day life is the capacity of machine learning models to predict consumer behaviour and future purchasing preferences based on the analysis of large data sets. The term “machine learning” is most frequently used by businesses and researchers, but the term “AI” is used more frequently for marketing purposes and in common conversation (Matheny et al., 2019). More recently, the availability of large language models (LLMs) such as ChatGPT3© have introduced new AI tools into the healthcare space. We will refer to AI to include the wide variety of applications available under one umbrella term. In our study, we are interested in how academic medicine is orienting towards these digital futures, inclusive of telemedicine and virtual care, eHealth, mHealth, and AI/machine learning.
Background

To situate our current study, we examined how concepts of AI, machine learning, and digital health are being discussed in leading academic medicine journals. In summary, there is a rapidly growing body of interest in the use of AI, machine learning, Big Data, and natural language processing models in medical education. A proportion of this literature is concerned with the new competencies that will be required of existing practitioners and future graduates, including understanding how machine learning models work and how they must be supervised (Alrassi et al., 2021; Fan et al., 2020; Hodges, 2018; James et al., 2021; Khurana, 2020; Russell et al., 2023) and understanding the ethical implications of AI in healthcare (Katznelson & Gerke, 2021). Another portion of this literature is concerned with re-emphasizing the human competencies of caring (Johnston, 2018), including the role of physician as scientist and as creative innovator (Liang, 2019). Where there are words of caution tempering the general enthusiasm for an AI-enhanced medical education world, these tend to emphasize the uniquely human capacities of physicians (Alrassi et al., 2021), the need to attend to the ethical quandaries potentially created in interaction with AI tools (James et al., 2021), and to caution against machine learning feedback mechanisms creating machine-like physicians (Karnieli-Miller & Neufeld-Kroszynski, 2020). In reading the various perspective pieces and editorials shaping this space, there appears to be a notable divide. While some argue that medical education of the future should continue to emphasize basic science and pathophysiology so that physicians of the future can provide appropriate oversight for AI tools, others suggest that medical education of the future should de-prioritize these forms of knowledge in favour of uniquely human capacities such as communication, compassion, and empathy (Lee et al., 2021). In short, while there is a lack of consensus about how to proceed, there is rapidly increasing interest and a growing awareness that the technological convergence we are experiencing could be transformational for the profession of medicine and the world of medical education (Wartman & Combs, 2018).

For the purposes of our study, we are particularly interested in what has not yet been fully explored in the academic medicine literature. While there is a body of work on the use of AI, machine learning, big data, and natural language processing within medical education, and a growing surge of editorials and commentaries on the potential implications for new competencies for practicing physicians, there are few explorations of what these changes might mean for physician identity, forms of legitimate knowledge that will shape the profession, and potential reconstructions of both accountability and control of professional work. Some exceptions exist in the academic medicine literature, primarily in the form of commentaries or perspective pieces raising questions about possible implications for the ways physicians think (Cooper & Rodman, 2023) and what new kinds of uncertainties AI-enabled healthcare will create (Harish et al., 2021). In contrast, explorations of identity implications are more prominent in the sociology of digital health and in science and technology studies in the domains of healthcare. Taken together these social science studies illuminate the various contradictory promises associated with digital health technologies, the ways these technologies potentially reconfigure forms of legitimate knowledge in healthcare interactions, and reconfigure dynamics of control and accountability in healthcare decision making spaces (Henwood & Marent, 2019). Social scientists argue for productive interactions between (a) science and technologies studies of the sociomaterialities of new technologies,
(b) sociology of the professional dynamics of digitalization, and (c) medical literature on experiences of using digital health technologies (Carboni et al., 2022). It is through these kinds of interdisciplinary interactions that we might best grapple with the complexity associated with our current epoch of change.

Our study builds upon the literature in the sociology of digital health and in science and technology studies to contribute to the growing discussion within academic medicine. By taking up concepts, questions, and concerns articulated in the social sciences, we direct our attention to the ways in which the field of academic medicine is orienting towards an increasingly digital future of healthcare. Our study contributes to academic medicine by providing both a lens by which to examine academic medicine dynamics, but also a mirror by which to explore the potential implications of these dynamics for the future of academic medicine as a field (Marent & Henwood, 2023).

**Methods**

Drawing from the social sciences, we approached this study through the concept of sociotechnical imaginaries. Here, we use the definition from Jasanoff, where sociotechnical imaginaries are “collectively held, institutionally stabilized, and publicly performed visions of desirable futures, animated by shared understandings of forms of social life and social order attainable through, and supportive of, advances in science and technology” (Jasanoff, 2015a, p. 4). This concept draws together two substantive bodies of literature: (a) the construction of imaginaries as examined through cultural and political theory and (b) dynamics of sociotechnical systems as examined through science and technology studies (Jasanoff, 2015a). In this way, the concept of sociotechnical imaginaries becomes an analytical tool in the constructivist and interpretive social sciences, drawing attention to ways social worlds are made and unmade in relationship with prevailing ideas about science and technology. Attending to the ways imaginaries are made, how actors are enrolled in the collective vision, the ways these visions are potentially contested, and how these visions become institutionalized in material ways allows analysts to explore how actors may become oblivious to alternative forms of organization, order, and concepts of justice (Jasanoff, 2015b). Methods associated with the concept of sociotechnical imaginaries tend to be qualitative, as researchers explore acts of meaning making. While research methods can include interviews and focus groups, documents are also a rich site to explore sociotechnical imaginaries. Consequential documents such as policies, legislation, and strategic plans are one site where “desirable futures (or ... the monsters that policy seeks to keep at bay)” (Jasanoff, 2015a, p. 27) are made visible. A further strategy for making sociotechnical imaginaries visible is to deploy the use of comparisons, where comparing across social and political structures renders the content, context, and contradictions of alternative sociotechnical imaginaries available for analysis (Jasanoff, 2015a).

In this study, we used the concept of sociotechnical imaginaries to direct our study design and analytical process. The concept directed our attention to strategic plans as consequential texts where sociotechnical imaginaries are articulated and made explicit. The concept also directed us to create an internal comparison within the broader field of academic medicine, looking to how (a) medical schools and (b) academic health science centres are imagining the digital futures of healthcare. Finally, we used
sociotechnical imaginaries as a sensitizing concept in our document analysis, directing our line-by-line coding to include the use of metaphors, common tropes, and forms of interconnection between texts to illuminate the sociotechnical imaginaries deployed in the various texts.

To provide context for our study, we first describe the organization of medical education in Canada. The academic training of physicians in Canada in 2023 takes place across 16 faculties of medicine/health sciences situated in universities and one independent school. All schools host undergraduate and postgraduate training in medicine. Often other health professions also train within a faculty of health science or medicine. As learners transition across the continuum from undergraduate to postgraduate training, learning increasingly takes place in workplace settings. A large portion of clinical learning takes place in academic health science centres (AHSC) which have affiliation agreements with faculties of medicine while also having specific mandates for patient care and service provision. AHSCs have varying degrees of engagement with faculties of medicine with some academic centres having very close integration between staff and leadership (e.g. requirement for all staff physicians also to have faculty appointments and specific academic responsibilities; joint academic departments or centres with shared governance; common research ethics governance; shared buildings etc.) to looser affiliations where only some clinical departments or programs might be connected to a faculty of medicine. Of note, most AHSC are independent of universities and have their own mandates, budgets, and governing boards of directors. Given this separation, the strategic plans of AHSCs and of faculties of medicine are developed independently.

With strategic plans as our primary source of data, our study is designed as a document analysis. We began with collecting current strategic plans, publicly available and published in English by faculties of medicine in Ontario, Canada (n = 6). To provide additional context, we reviewed strategic plans from specific departments within one university’s faculty of medicine (n = 17). We then collected current strategic plans of AHSCs associated with these six faculties of medicine/health science (n = 23 plans) and research institutes associated with these AHSC (n = 5). In collecting this dataset, we included sites with full and partial affiliations with medical schools. Together, these 51 documents provided sufficient information power for analysis (Malterud et al., 2016). Given that our dataset was heavily tipped towards AHSCs, we included additional faculties of medicine/health science across Canada who had posted a current strategic plan available in English (n = 8), creating a total of 14 strategic plans from faculties of medicine across Canada. Analyzing these additional plans provided reassurance that our findings were not a reflection of the unique idiosyncrasies of schools in one province, but instead accessed broader discourses at play across multiple schools across Canada. In total, we analyzed 59 strategic plans.

In choosing strategic plans as documents for analysis, we align with academic disciplines studying strategy as practice (Vaara, 2015). Here, we consider strategy documents as “crystallizations of strategic thought” (Vaara, 2015, p. 494) made available in the public domain. In addition, strategy documents serve to signal an organization’s preferred position in a broader institutional field (Fligstein & McAdam, 2012), indicating both belonging and differentiation (Tsoukas, 2018). We recognize that strategy documents are produced within a particular genre of writing, that they must be understood in relation to
assumptions of common knowledge at that moment in time and place, and that they are material objects
produced as part of a longer chain of texts. Finally, we recognize that strategy documents are not entirely
instrumental, but also moral documents that reveal what the organization takes to be “good” practice
(Tsoukas, 2018). While we recognize that strategy documents do not necessarily reflect what
organizations ultimately do, we maintain that the analysis of strategy documents provides insight into
the discourses shaping organizations and their conditions of possibility.

Our analysis of the documents followed a practice-oriented approach (Asdal & Reinertsen, 2022),
involving an iterative process of both content analysis (Hsieh & Shannon, 2005) and thematic analysis
(Braun & Clarke, 2006). This involved successive readings of the documents (Bowen, 2009), first reading
for immersion and general understanding, later engaging in close reading and examination of particular
concepts, metaphors, and rhetorical turns, and final reading interpretively to attend to the rhetorical work
of the documents themselves. This interpretive phase of the analysis involves line-by-line coding of the
documents, illuminating assumptions that are being made, discourses that are being drawn upon, and
noting discourses that are potentially being excluded (Rapley, 2007) or otherwise left unsaid (Presser,
2023). In these ways our document analysis strategy is aligned with other methods in qualitative
research, deploying a systematic procedure for selecting, reviewing, and evaluating texts in order to elicit
meaning, gain understanding, and develop knowledge (Bowen, 2009). The outcome of our document
analysis is a set of themes illuminating how the field of academic medicine is discursively orienting
towards a digital healthcare future.

Results

In this paper, we have opted to not identify any organization by name. Our intent is to analyze the various
discourses available in the documents, not to invite comparisons across specific organizations. When we
present data from medical schools, we provide some geographical detail (e.g. Med East, Med Ontario
(ON), Med West) and a participant number to demonstrate the distribution of exemplar quotes across
sites. Quotes from academic health science centres are referenced by category (e.g. AHSC) and a
participant number. Documents from AHSCs included: strategic plans for AHSC providing broad services
for the community and province as well as speciality care centres (e.g. cancer care, rehabilitation) and
population specific care centres (e.g. pediatrics, elder care). While we examined these plans for between
group differences, we do not use unique identifiers in this section of the manuscript. In the sections that
remain, we describe (a) how organizations are strategically positioning themselves in relation to a “digital
future of healthcare”, (b) discursive differences across organizational types, and (c) interpretations about
the implied reimaginations and reconfigurations of academic medicine.

General Preparation and Specific Enthusiasms

Broadly speaking, strategic plans from medical schools were not specific about the upcoming digital
future. While half (7/14) acknowledged the role of technology to enhance existing educational practices
and processes (e.g. “invest in new cutting-edge technology to help us do our work – virtual reality, new
web platforms, video-interviewing and advanced communication platforms” (Med ON2), “optimize IT processes and strive to provide learning management systems that reflect state-of-the-art technology” (Med ON3)), few (3/14) explicitly explored the possibly transformative implications of emerging technologies on clinical work. Two plans identifying emerging technologies as an area of strategic attention homed in on digital technologies and data sciences. For example, one declared “a new, specific focus ... on the strongly emerging and cross-cutting role of digital technologies and data sciences in current and future evolutions of health and clinical care” (Med East2; emphasis in original) while another identified the “increasing role of informatics, big data, analytics, and evidence-based practice” (Med ON3) as a key driver of change shaping today’s medical education. The third school was even more specific, identifying the need to “build capacity to reflect the emerging role of AI in health profession” (Med ON4). While other plans referred to new collaborations with “digital health and med-tech industry” (Med ON1), these three strategic plans stand apart from the others for their specificity. In contrast, all schools identified a commitment to prepare graduates for emerging futures, using language such as “empowering learners to meet evolving societal needs and career requirements” (Med West2). Presumably, emerging technologies are part of the landscape of “evolving societal needs” and within the scope of these strategies. The discursive choice to (a) focus on the implications of technologies on educational practices and (b) to resist specifying technologies shaping the future of healthcare might be considered both sensible and unremarkable within the context of medical schools. These organizations have a mandate to produce competent graduates, capable of working in a variety of workplace contexts. Therefore, it is reasonable that these organizations tend to not overly specify what these future workplace contexts might look like. However, these discursive choices stand in contrast to the enthusiasm of the AHSC for a digitally enabled healthcare future.

Where the medical schools tended to refer to technology somewhat generically, AHSCs were explicit. Information technologies, virtual technology-enabled home and community care, data sciences, and AI augmented decision making featured strongly in these plans. For example, one site declared “data and analytics must be woven into the fabric of our organization until it is automatic in our decision making” (AHSC ON15). Several plans identified digital health as a key strategic priority, often with a focus on implementing and optimizing electronic health records. These information technologies were declared to be “integral in supporting the best possible care” (AHSC ON2), related to improvements in “patient safety and efficiencies in clinical outcomes” (AHSC ON8), and foundational to the futures of “precision care” (AHSC ON13). With this moment in time declared as “an explosion in digital health innovation” (AHSC ON15), most of the academic teaching hospitals identified digital health as a key priority. Expressive prose included statements such as “unleash the power of technology and innovation” (AHSC ON18) and promises of “increasing adoption of AI and deep machine learning resulting in a future where patients, providers, and systems will harmoniously interact and data will continue to grow exponentially” (AHSC ON11). Where there were hints of caution in the academic teaching hospitals’ strategic plans, these cautions were related to “safeguarding patient privacy” (AHSC ON18) and ensuring appropriate data governance (AHSC ON13).
These rhetorical differences and the associated enthusiasm for technology-transformed healthcare futures may reflect distinctions between medical schools and academic teaching hospitals strategic planning processes. Furthermore, there is a degree of isomorphism (DiMaggio & Powell, 1983), where the strategic plans of medical schools exhibit rhetorical devices similar to other medical schools. At the same, strategic plans of the AHSCs share similarities in structure and content to other AHSCs. The result is that the imaginaries being projected into the public sphere by medical schools and AHSCs are somewhat different. The enthusiasm for a digitally enabled, “datafied” healthcare future is far more prominent in the AHSC documents.

Key Drivers and Enchanting Promises

This section of the results elaborates on the enthusiasm prominently displayed by the AHSC. Many of these documents identified the global health human resource crisis, shifting expectations of patients, and unsustainable funding models as key drivers shaping strategic planning. Attention to dynamics of equity, diversity and inclusion featured in most plans authored before 2020. All plans authored after 2020 acknowledged the substantial disruptions associated with the COVID-19 pandemic and a growing awareness of social inequities characterizing Canadian healthcare. Where AHSC plans identified strategic activity in the domains of digital health and technology-enabled healthcare, these activities were positioned as a solution to almost all of the pressures identified as key drivers. Table 1 provides a list of exemplar quotes where digital health is foregrounded as a particular kind of solution by AHSC. These quotes are distributed across speciality centres (e.g. cancer care, pediatric care), urban community hospitals, and rural health centres. In these exemplar quotes, digital health, virtual care, and data sciences are rhetorically packaged together as promises to optimize efficiency, expand the reach of healthcare services beyond geographical boundaries, and improve patient care experiences. Furthermore, the expansion of digital health, virtual care, and the increasing datafication of healthcare organization is presented as an integrating strategy appealing to the hopes and needs of multiple stakeholders: patients, administrators, policy makers, governments, and industry partners. Even allowing for the aspirational rhetoric that characterizes much strategic plan writing (Vaara, 2015), the general impression is one of “techno-utopia” (Lupton, 2014) where the goals of various stakeholders are seamlessly aligned and equally addressed by the promises of technological solutions to shared problems.
### Exemplar quotes from academic health science centres’ strategic plans

<table>
<thead>
<tr>
<th>Quote</th>
<th>AHSC Identifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>We will derive meaningful insights from our rich data sources to optimize operations, inform care, fuel new research, and enhance learning</td>
<td>AHSC ON11</td>
</tr>
<tr>
<td>The strategic enabler ... is critical to the organization's financial health and future success, and includes expansion of digital health ...</td>
<td>AHSC ON16</td>
</tr>
<tr>
<td>Drive improvement in care experiences by enhancing the quality of data and analytics</td>
<td>AHSC ON2</td>
</tr>
<tr>
<td>As a critical underpinning of (the strategy), we will integrate data assets across the (AHSC) enterprise to deliver value to patients and families, staff, partners, and governments</td>
<td>AHSC ON13</td>
</tr>
<tr>
<td>Modernize corporate technology to improve the integration and efficiency of core business functions</td>
<td>AHSC ON8</td>
</tr>
<tr>
<td>Our progression as an evidence-based, quantitative, insight driven organization is based on having well-presented, and easily understood data tightly integrated into our clinical operations and business processes</td>
<td>AHSC ON15</td>
</tr>
<tr>
<td>Together with our partners, we will enable delivery of care beyond our walls, through virtual care, system navigation, and creation of new pathways</td>
<td>AHSC ON14</td>
</tr>
</tbody>
</table>

**Reiminations and Reconfigurations**

In the desirable futures depicted by the academic health science centres, there are several explicit and implicit reconfigurations. In some cases, the need to reimagine healthcare is stated baldly where one organization promises to “deliver a new health information system to reimagine the way we care for patients and learn from them” (AHSC ON18). The same organization declared that the new health information system would “rewire our collective brains” (AHSC ON18) and “change how you think and how you work” (AHSC ON18). In other plans, the emphasis on virtual care models and remote patient monitoring was heralded as “the future of healthcare, especially for (rural regions)” (AHSC ON21). Even in urban centres, there is a declared appetite to evolve ambulatory care along with virtual care models and data collection strategies in order “to help reduce reliance on hospital beds and space” (AHSC ON15). In this imagined future, there is a prominent role for patients where “our goal is to challenge today's fragmented system and put consumer-friendly apps and tools in the hands of patient, families, and providers” (AHSC ON18). In addition to a more active, digitally-enabled role, patients are also positioned as rich sources of research insight and practice-innovation “with each patient now a big-data source” (Med East2). Academic health science centres and medical schools both identified new forms of knowledge and expertise required to capitalize on these data futures, inviting more collaborations with data scientists, engineers, and machine learning experts. In summary, there is very little that is left unchanged in these future imaginaries of the academic health science centres. Patient roles, models of
care, optimal configurations of expertise, and physical spaces of hospitals are all potentially reimagined and reconfigured in these aspirational futures.

Notably, explicit references to “evidence” or “evidence-based practice” were largely absent in the dataset. Where there were exceptions, treatment of the concept of evidence was relatively brief, isolated to lines such as “enhance focus on and capacity for translational research to ensure discoveries make their way from bench to bedside and evidence makes its way into practice in a scalable manner” (Department of Medicine,) and “strengthen evidence-informed practice, knowledge dissemination and innovations” (Department of Speech Language Pathology). In the absence of explicit use of the term “evidence” or “evidence-based practice”, we looked to related concepts of research, clinical trials, and clinical practice guidelines. Here, we found two trajectories. On the one hand, the increased digitization of healthcare was positioned as accelerating the evidence generation progress, where one research institute declares “we will establish a digital platform for excellence in data collection, sharing, analysis, and reporting – providing the architecture to enable technological advances”. In these ways, advances in machine learning may very well enhance the research enterprise that underlies evidence-based medicine. On the other hand, much of the enthusiasm for AI in these AHSC strategic plans focus on the unique capacities of AI to “uncover previously undetectable trends” and “uncover unforeseen linkages by integrating diverse data sources to enhance the prevention, detection, diagnosis, and treatment” (AHSC 11). With the focus on health information systems, data mining, and “big data”, the impression is that improvement of healthcare will not come from looking to the published literature. Instead, strategic attention is directed towards data produced within organizations. This is a substantive shift in organizational attention, potentially marking a separation from the ways evidence-based medicine has been historically conceptualized and operationalized in these organizations.

**Discussion**

Absences or Misalignments?

Through this analysis of strategic plans, we see potential absences in the rhetoric of medical schools as compared to their AHSC counterparts. As outlined in our analysis, medical schools are embracing a technologically enhanced future. We do not mean to imply otherwise. Medical schools specifically outline the possibilities to enhance educational practices through various technologies, learning management systems, and the power of data analytics. There are mentions of adjusting curriculum and competency profiles to anticipate a future where clinical decision making is augmented by AI. In some cases, medical schools are explicit about digital futures and associated implications for health professions education. However, the strategic plans of medical schools largely under-specify the kind of transformations anticipated for Canadian healthcare. It is possible that the futures being anticipated by medical schools and academic health science centres may differ by degree, rather than by substance. However, it is also possible that these imagined futures might become a site of struggle, with competing visions for the role of health professions and health professional knowledge in these digital futures. Early studies of professions and professional knowledge have under-estimated the influential role of clinical workplaces
and employing organizations on professional knowledge, power, and identity (Evetts, 2013). Learning from past transformations of healthcare work, it seems wise to attend to these broader dynamics, particularly as academic medicine becomes influenced by new forms of knowledge, expertise, and power associated with data science, AI, and associated industry interests acting within health service organizations.

Socio-technical Imaginaries and Creating Futures

While the medical schools might be under-specifying potential transformations of Canadian healthcare, the AHSCs are projecting a robust vision of healthcare systems and organizations transformed by digital health technologies. Included under this umbrella of digital health technologies are health information systems, virtual care technologies, remote monitoring technologies, and the potential for all forms of decision making to be augmented by machine learning capabilities. Organizations that have a longer history with concepts, tools, and strategies associated with precision medicine (e.g. cancer care centres) are the most specific about these possible futures and their current manifestations. However, the vision of digitally enabled solutions to healthcare's most pressing problems also permeated the strategic plans of rural centres and community hospitals. In light of increasing digitization of healthcare, academic health science centres are strategically turning their attention inwards towards internal data collection, curation, and analysis capacities. Directing attention inwards may have implications for the knowledge regime of evidence based medicine, historically operationalized as practitioners and organizations looking outwards towards established bodies of literature (Rowland et al., 2022). Furthermore, the growing investment in various forms of technology involves shifting networks of expertise in these sites, inviting interdisciplinary teams to include data scientists and engineers. These strategic plans also seem to signal a further dissolution between the boundaries of providing care and generating research within academic health science centres. Whereas the teaching hospitals of the past required the submission of “patienthood” and patient experience to the teaching mandate (Rowland et al., 2019), current iterations may treat every patient encounter as an opportunity to generate data. This reordering of relationships with patients also has implications for care and learning practices.

Our analysis of strategic plans largely aligns with other studies of digital transformations of healthcare organizations, exploring how health service organizations are being reimagined and reconfigured through the promises of digital health (Gardner, 2022; Hoeyer, 2019). For example, Hoeyer’s (2023) extensive ethnographic study of Denmark’s healthcare data infrastructures traces tensions that emerge when data is being produced, analyzed, and used in simultaneous attempts to produce knowledge, health, governance, and wealth. Each of these aims of data work are governed by different sets of values. Furthermore, the ways these values are pursued by different actors in the system have implications for the ways rights, risks, and responsibilities are distributed (and redistributed) across care work (McLoughlin et al., 2017). In this way, the transformation towards digital health is more than a translation of existing practices or the use of digital repositories to store clinical knowledge. Instead, these tools participate in the moral ordering of clinical work (McLoughlin et al., 2017), having implications for the ways care is provided, the clinical learning environment is organized, and what it means to be a
competent professional. The result is a collection of paradoxes, where multiple but contradictory visions of current circumstances and future possibilities are held to be true. Considered in the context of the exiting science and technology literature, our current study suggests the possibility for emerging tensions between the robust sociotechnical imaginaries being pursued by AHSC, the more generalist aspirations being pursued by medical schools, and the possible tensions clinicians might experience as their day-to-day work is transformed in these clinical sites.

Implications for Academic Medicine

Looking through the lens of sociotechnical imaginaries, we see these strategic plans as framing desirable futures, directing attention towards specific ways of understanding problems of healthcare, and mobilizing the resources to knit together social and technical systems in ways that bring these imaginaries into fruition. However, academic health science centres are complex spaces, pursuing multiple mandates of patient care, research, and health professions education. In the face of such organizational complexity, there are bound to be tensions as these sociotechnical imaginaries are wrestled into material realities. Many of those tensions and their attempted resolutions will have direct implications for the expectations of health professional graduates, the nature of clinical learning environments, and relationships with patients. Some authors claim that the current moment in time reflects a transformation even larger than the shift to evidence-based practice (James et al., 2021), even potentially challenging evidence-based medicine as the dominant knowledge regime (Kenny et al., 2021). Understanding how the linked ecologies (Abbott, 2005) of educational institutions, professional associations, and health service organizations are orienting towards a digital future should be a matter of interest for leaders in academic medicine.

In addition to considering implications for competency development and associated curricula, future research can draw upon robust social science traditions exploring the meanings, implications, and unintended consequences of these kinds of transformations. Working in collaboration with social scientists, leaders in academic medicine can draw upon the social science of quantification (Porter, 1996) and information infrastructures (Berg, 2001), sociology of professions (Abbott, 1988; Freidson, 1988; Larson, 1977/2013), and science and technology studies (e.g. Latour, 2007) to better understand the reconfigurations of these sociotechnical systems (Carboni et al., 2022) and their possible implications for academic medicine. There is also an opportunity to relate to broader technopolitics of this moment in time, as society writ large becomes increasingly datafied and digitized, potentially reframing our most fundamental human relationships (Spar, 2020). Much as a sociology of evidence-based practice has revealed the ways in which evidence-based medicine began as a particular kind of sociotechnical imaginary and evolved into a global web of institutions, experts, technologies, devices, and policies that define what healthcare is and what kinds of help we do (or do not) receive as patients (Broom & Adams, 2012), a sociology of digital health and the adjacent promises for digitally-enabled personalized medicine can help us see sociotechnical dynamics as they are evolving in the moment (Kenny et al., 2021). In the process, we may choose to question how digital work is being imagined, how it is being distributed, and to what uses it is being designed. The purpose here is not to dismantle these aspirational digital futures,
but to contextualize, balance, and potentially emphasize voices that might become marginalized in these imagined futures. Arguably, the desired aim of academic medicine is not just become data-driven, but to become data wise (Hoeyer, 2023), an aspiration that is socially, politically, technically, and epistemologically complex.

Limitations

We recognize the limits of analyzing strategic plans as particular kinds of texts. An absence in a plan does not necessarily equate to an absence in activity. Furthermore, practices of creating strategic plans are culturally and historically situated. Absences in the produced texts might reflect a style of writing and reporting, rather than an absence of organizational consideration. That being said, these strategic plans are in the public domain and serve as a declaration of organizational focus (Vaara, 2015). They also serve as a proxy for moral ordering, declaring what an organization indicates it *should* direct attention towards (Tsoukas, 2018). Given their role in directing organizational attention and identity, the analysis of strategic plans contributes to our understanding the field of academic medicine. We further recognize the limits of our case study. To maintain feasibility of the study and to ensure the trustworthiness of our document selection process, we focused primarily on one province in Canada. To elaborate our understanding, we expanded to included strategic medical school plans publicly available in English. Rather than claiming that our results are generalizable to other contexts, our aim is to use the results of our study to display our theoretical concepts in ways that help others to appraise their own contexts with new insights (Merriam, 1988). Given the resonance of our findings with the various promises being made in the UK (Gardner, 2022; McLoughlin et al., 2017), Denmark (Hoeyer, 2023), and Australia (McLoughlin et al., 2017), we believe our analysis is tapping into broader promissory discourses about the role of technology in healthcare.

Conclusions

In this study, we discursively examined the strategic plans of faculties of medicine/health sciences and academic health sciences centres in Canada. Our aim was to better understand how the “digital revolution” shaping broader systems of work are understood, imagined, and deployed in academic medicine. In order to better understand the effects of these discourses of technology sweeping through healthcare institutions, we draw upon the concept of sociotechnical imaginaries. In deploying this concept, we hope to contribute to the theoretical interrogations of healthcare transformations so that we may act wisely at various strategic choice points (Flyvbjerg, 2001). Our analysis suggests a differential focus in medical schools and academic health science centres with the latter being more explicit about the future of digital health and data-driven healthcare systems. Current iterations of academic health science centres’ strategic planning point towards broader shifts in knowledge regimes that have implications for professional knowledge and identity, as well as constructions of what it means to be a patient. Further exploration of sociotechnical imaginaries of data-driven healthcare systems will allow us to explore the possible (and predictable) tensions of its operationalization and the associated implications for academic medicine. Drawing upon social science studies of data work in contemporary
healthcare systems, we join others cautioning against acritical acceptance of data-driven imaginaries and instead hope for data-wise sociotechnical arrangements that support health in increasingly digitalized environments (Marent & Henwood, 2023).
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