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Supplementary Information

Step-size analysis
After the gradient is established, we need to perform a step-size analysis, showing and proving a step-size that works. The
iterations will then be guaranteed to converge to a solution as desired. To proceed with our goal, we approximate the Lipchitz
constant L of the gradient ∇ε , i.e. find L such that the following inequality holds:∥∥∇ε(M1)−∇ε(M2)
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The step-size then can be chosen to be 1/L to guarantee a convergence. First, let decompose the error metric function ε(M)
into a sum of N sub-error metric functions, which correspond to N projections, i.e. ε(M) = ∑θ εθ(M) where
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1
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(2)

It suffices to show the Lipchitz constant Lθ of the sub-error metric function εθ(M). The Lipchitz constant L of the sum function
ε(M) can be derived via some algebra techniques and triangle inequalities after Lθ is obtained.

Let Nx ×Ny ×Nz be the size of each reconstructed magnetic component Mx, My and Mz. We further assume that Mx, My, Mz
and M are vectorized into 1D vectors and that M stacks all Mx, My and Mz together in this respective order. The purpose of this
assumption is for matrix analysis only. Hence we can decompose
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To show an upper bound of
∥∥ ∂εθ

∂Mx
(M)

∥∥2, we use a sequences of triangle inequalities (or Cauchy–Schwarz):
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Here, we use the result
∥∥ΠT

θΠθ

∥∥≤ Nz from elsewhere2. The Lipchitz constant Lθ will be obtained by just summing all three
inequality, and taking the square root:∥∥∇εθ(M1)−∇εθ(M2)
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Using the fact that α2
θ+β 2

θ+ γ2
θ = 1, we can further simplify Lθ =

√
3Nz max{|αθ|, |βθ|, |γθ|}. Note that γθ = 0 for θ = 0.

We finally obtain an approximation of the Lipchitz constant L =
√

3nNz and the proof is done. Once can choose the step size
t = 1/L to maximize the convergence speed. In practice, t could be slightly larger than 1/L and the algorithm still converges.
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Supplementary Figure 1. Illustration of the Radon transform in the 2D case from Matlab1: The algorithm first divides
image pixels into four sub-pixels and projects them onto a 2D plane separately. The value of each sub-pixel is distributed
proportionally to two nearest neighbors, according to the distance between the projected location and the pixel centers. The
transpose of the Radon transform follows the same idealogy in the reverse order. According to the distance between the
projected location and the pixel centers, the two nearest neighbors to a projection sub-pixel proportionally contribute their
values to the sub-pixel.
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