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Recall the following few definitions and notation from the main text. Given the cluster tree (T, x, ¢)
and a node w of T. If u has the parent v, then diff (u) = x(u) \ x(v) and sep(u) = x(v) N x(u); otherwise,
if u is the root, diff (u) = x(u) and sep(u) = . Moreover, we defined T, as the subtree under node u,
X(Tw) = Uper, x(v') and diff(T,,) = x(Tw) \ sep(u). We use the following lemma.

Lemma S1. {diff(T.) | ¢ child of u} is a partition of x(T,) \ x(u) = diff(T,) \ diff (u

).
Proof. Let u be a node of the cluster tree (T, x, @), ¢ and ¢’ be children of u, then diff (7,.) Ndiff (T,) = 0,
since—due to tree decomposition property (3)—any common element must be in y(u) in contradiction
to the definition of diff on subtrees; moverover,

(J{diff(T.) | e child of u} = [ ] x(c) \ sep(c)

c child of u

= U xo\ U sep(o)
c child of u ¢ child of u

= U x0\x(w) = diff(T,) \ diff (u).
c child of u

1 Correctness of optimization

Proof of Proposition[]. We are going to show the correctness by structural induction on the cluster tree.
For the base case, let u be a leaf of the cluster tree. Sinc the subtree T, is the node u itself, Eq. [3] for a
leaf u is written as

Mu_so(T) = max Z arf(zUu).

T’ € Aqier(u)
Uz’ is valid Fed(u)

Thus, Proposition [I] holds for leaves u, since they do not have children.

For the induction step, let u be an internal node of the cluster tree and assume Proposition [1| holds
for all children of u. Denote the children of v as ¢; ..., cx. We directly apply the induction hypothesis
to the r.h.s of the claim.

2 resw s f@UT)

r.h.s. {4) = max _ SN AsE?
&' € Adig(u) T Zci child of u A% yiCAairr(Te,) ZfeqS(Tci) O‘ff(aj Uz’ Uy;)
ZUZ' is valid ZUZ'Ug; is valid

Our goal is to show equivalence to the r.h.s. of Eq. . By Lemma [S1|set diff(73,) \ diff (u) is disjointly
decomposed into diff(7y,) ... diff (T¢, ); moreover, ¢(T,) \ ¢(u) is partitioned into ¢(Ty,), i = 1... k. It
follows that for every fixed assignment Z U &', the maximizations over y; € diff(T,,) are independent for
different i; as well the sum over the functions of bag u is independent of the maximizations. Thus, we
can move the maximizations over the assignments g; in front of the summations.

2 repu ot f(@UT)
= max ~ max ... max -
f,eAdiff(u) Y1 EAdiH(Tcl) Yk 6~Adiff(T,4.k) + Zci child of w ZfE(ﬁ(Tci) Oéff(l’ Uz’ J yz)

ZUZ’ is valid  zUZ'Ug; is valid ZUZ' Ugy, is valid



Then, we combine the maximizations over the single partial assignments y;; moreover we replace the
sums with a single sum ranging over the combined assignments g of diff(T3,) \ diff (u).

o

= max _ max [ X jesryarf(@UT UY) |
T E€AGimr(w)  TEAQUR(TY)\difF(u)
ZUZ'UJ is valid ZUZ'UF is valid

The last term equals r.h.s. of Eq. , showing the induction step. O]

2 Correctness of partition function computation

Proof of Proposition[4 Again, we will show the correctness by induction. Starting with the base case
where u is a leaf of the cluster tree, the subtree T, is the node u and the child set of u is empty. Eq[5|is

then written as
Mus(@) =Y, ] explasf(zuz))
ff/EAdj[—f(u) f€d(u)

zUZ’ is valid
which shows the correctness for leaves.
For the induction step, let u be an internal node of the cluster tree; we assume that the message
M,y for all children ¢;, i € {1,...,k} of w is correctly computed as in Proposition Following the
scheme as in the previous proof, we first rewrite the r.h.s of the claim applying the induction hypothesis,

r.h.s. @ =
[ e explapf(zUz’)
Z X T1Le, child of u 22 Fi€Aaia(r.,) ergb(Tci) exp(ay f(z Uz Uy;))

=/
z' € Agig(u) zUZ'Ug; is valid
zUz’ is valid

As the set diff(T,,) \ diff(u) is disjointly decomposed into diff(T,)...diff(T¢, ), the second term in the
bracket can be seen as the Cartesian product of k sets. We can move the summations in front of the
production,

e explarf(zUz’)

= =

) Z X Z n€Aaim(re,) Z Yk EAdiH(Tck) Hc,; child of u erqb(Tci) exp(aff(m Uz U yl))
Z' € Adifr(u) ZUZ' Uy, is valid ZUZ' Ugy, is valid
ZUZ’ is valid

For every fixed assignment & U Z’, the product over the functions of bag u is independent of the summa-
tions. Thus, we can move the summations over the assignments §; in front of the product,

[ feoeu) explayf(zUT"))
_ Z Z Z feEd(u) f

X A Uz Uy;
z' € Adigr(u) Y1 EAdiff(Tcl) Yk EAdiH(Tck) Hci child of u Hf€¢(Tci) exp(aff(x vty yl))

ZUZ’ is valid  zUZ'U7, is valid ZUZ' Ugy, is valid

Then, we combine the summations over the single partial assignments y;; moreover we replace the
products with a single product ranging over the combined assignments gy of diff (T;,)\diff (u) as ¢(T,)\ ¢(u)
is partitioned into ¢(T,), i =1...k.

= > > [ I es(r, explasf(z U UY)) |

T e€Adigrw)  YEAQUE(TY)\difE(u)
ZUZ'UJ is valid ZUZ'UF is valid

The last term equals r.h.s. of Eq. , showing the induction step.

3 Correctness of sampling by stochastic traceback
Lemma S2. At edge u — v, Alg. [ choses a partial assignment ¥ € Agjg(,,) With probability

Wy (T | T)

My ()

Paig(T [ ) =



where z is the partial assignment determined in the previous iterations and weight w,,_,,(Z | z) is defined
as

Wy (T | ) H exp(ay f(zUx)) H My (TUZ) = Z H exp(ay f(zUzUY)).
feB(u) c child of u YEALif(Ty)\dif (u) FEP(Tu)
zUzUY is valid

(1)
Proof. Let us order the partial assignments #; in Agjg(,) with i from 1 to |Agig(u)|, each is associated
with weight wu—.(Zi | ©) = [11ep() explarf(@UZ)) [, chira of o Me—su(x U Zi). Note that the sum of

all weights ZlAd‘ﬁ(“)l Wy (Z; | ) equals to my,—, ().
For a selected value t, Alg. [3| enumerates assignments x; starting from ¢ = 1. In every iteration, it

subtracts the weight w,_,(Z; | ). It is terminated as soon as ¢ is negative, let this index be j, and
assigns z; to diff (u). In other words, Z; is assigned to diff (u) if

Jj+1

Zwu—n} (% | x) <t<zwu—>v (% | x)

with wy—,(Zo | z) is defined as 0 for ¢+ = 0. Since ¢ is randomly and uniformly selected from 0 to
My—so (), the probability that Alg.|3|chooses Z is

Wy (T | )

My ()

Paig(7 | ) =

Finally, the weight wy—(Z [ 2) = [ ey exP(ay f(2 UZ)) 1. chitd of w Me—u(® U T) can be seen as
a special case of Eq. |§| by replacing the partial assignment set Agig(,) With a singleton {z}. Applying
Proposition [2] gives

Wyso (T | ) = > Il ewlasfzuzuy)).

YEAqig(Ty)\dift(u) FEP(Tu)
zUzUY is valid

O

Proof of Proposition[3 Let us assume that the non-root nodes of the cluster tree are labeled in preorder
as uy, Us,...,up. Alg. [3[ assigns values in the order of diff (uy),...,diff (ue); it finally generates a total
assignment since U¢_, diff (u;) = X.

Let ™ = Z7 U---U T} be a total assignment where z] is a partial assignment of Agig(y,) for ¢ from 1
to £. The probability of * can be written as product of conditional probabilities

P(e*) = P(@7) P(z3 | 27) - - P(Z} | UyZhz5) = Uin P(3] | Ui 20)
with the conditional Boltzmann probability

Z$€Ad1ﬁ(111+1)u Udiff(up) er¢ n eXp(Osz(Uk 1xk uzi U z))

P(z} | Uyh ) = T vald (52)
Zz E-Adxff(u ) ZIeAdlﬁ(qu)u Udiff(up) erd;au eXP(Oéff(Uk 1$k Uz’ U JC))
z’ is valid T is valid

where ¢, is the set of all network functions in the feature network. Note that for ¢ = 1, the union
UQ_,z} is empty.

At the edge u; — v, where the variables diff(uq), ..., diff(u;—1) have been assigned by z¥,...,z} 4,
the probability that Alg. 3| chooses z; for diff(u;) is given by Lemma [S2| as
Wy, 0 (T | quc 11532)

7 17*)

Pl( |Uz 1—*)_
e k=1 mu'L‘)v(Uk‘ 1Tk

(S3)

Our goal is to show that two conditional probabilities P(z} | U;_ Z}) of Eq. and Paig(ZF | UjZh 75)
of Eq. [S3] are actually the same.
We rewrite Py, of Eq. [S3using Eq. [S1]and the definition of conditional partition function as in Eq.



Palg(‘%;‘k | U;c;llj;::)
iy B B
ZQEAdiH(TUi)\diH(ui) erqs(Tui) exp(aff(Uﬁczlm;; U x:( U y))
o Uz Uy is valid
= —— — —
Ei’eAdiﬁ(ui) ZQEAdiff(Tui>\diff(ui) er¢(Tui) eXp(aff( 2:1'73]: Uz’ uy))

z' is valid Uz Uy is valid

Comparing with P(z; | U,_\%;) of Eq. only a subset of network functions ¢(7,) are taken into
account. We are going to bring the rest into the expression. First, let us consider the functions assigned
to the nodes that Alg. 3| has visited before edge u; — v, denoted by ¢yisited := Uz;ll (ug). Multiply-
ing nominator and denominator by partial partition function [J;c, . exp(ayzf( 1 7%)) restricted to

Ovisited and the partial assignment Uz;lli’z gives

<Zy€AdiH(TW)\diH(ui) erqs(Tui) eXp(aff(U;;:ll‘%z U j:( U y))) (er¢visited eXp(aff(UZ;lljl*c))>

Uz} Uy is valid

1 o .
(Zm’eAdimw ZﬂeAdiH(Tui)\diﬁ(ui) er¢(:rui) exp(ay f(Upy_ 73 U U y))) (Hf€¢visited exp(aff(Uic:le)))

z' is valid Uz’ Uy is valid

As diff (T,,) is disjoint to the dependency of any function of @yisited, we can further group the products

1 ~ ~
deAdiﬁ'(Tui)\diﬁ'(ui) H.f6¢visitedu¢(Tui) eXp(Offf(UZ:;LiUZ Uz U Y))

Uz ; Uy is valid

= - — —
Zi'GAdiﬁ(ui) ZﬂEAdiH(Tui)\diff(ui) H.f6¢visitedu¢(Tui) eXp(Osz(Uizlxz Uz’ Uy))

z’ is valid Uz’ Uy is valid

We consider now the rest of the network functions, denoted by ¢,est. These functions are assigned to
the cluster nodes, denoted by U,st, that have not been visited before the edge u; — v or are not in the
subtree of u;. Note that T, UlUrest = {ui, ..., us}. The partial partition function restricted to ¢res; for

1—1 -

fixed partial assignment U, _; T}, is
. B
Zg,eAUueumst diff(u) Hf6¢rest exp(aff(U;CZlet U y/))
g’ is valid

Multiplying again the partial partition function on nominator and denominator gives

i—1 —x% = =
(Eyef‘diff(mp\diﬂ(ui) erqbvisitedu(za(n,i) exp(ay f(UZy 23 U] U y)))
Uz Uy is valid

i—1 —x ”
Zg,eAUueumst diff(u) er@.est eXp(O‘ff(U;c:ka U y/))

g’ is valid

R
(Za‘c’eAdm(w Z??EAdimTui)\diﬂwi) eraﬁvisuedUa&(Tui) exp(aypf(U,_ 2, Uz’ U y)))

z’ is valid zUZ' Uy is valid

i1 -~
ZﬂIEAUueure% diff(u) Hf€¢rcst eXp(aff(U’lLC:T/'Uz U y/))

3 is valid

Because of the disjointness between diff(T,,) \ diff (u;) and Uyey,.., diff(u), we can group the products

i

and combine the partial assignments into one z = yU ¢’ as

i—1 % Tk -
ZieAdiH(ui+1)u,..udiﬂ"(ue) er¢a11 eXp(aff(U;czlxk Ur; U x))

_ x is valid
= — I
Zf,GAdiﬂ(ui) ZieAdiH(uH_l)u,.,udiﬁ(w) Hf€¢a11 eXp(aff(Uzzlmz Uz’ Uz))
z' is valid Z is valid
Thus, Pa (7} | UiZ374) = P(3] | U2 35).- O
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