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Text-Based Prediction of Hypnotic Depth

We trained a linear SVC to predict participants’ hypnotic level (shallow vs. deep hypnosis) based on their free text reports to
ensure numerical ratings are reliable measures of hypnosis depth. We used the "all-MiniLM-L6-v2" model from the embetter
Python package to tokenize the text. On the validation set, the accuracy was 65%, significantly higher than the accuracy of the
same model trained on the permuted data 1. The GroupShuffleSplit method was used to perform cross validation 200 times
with 80% of the data used for training and 20% for validation.
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Figure 1. Deep vs. Shallow hypnosis classification as a function of embedded free text reports. The distribution of
cross-validated out-of-sample prediction accuracy is displayed in green for the actual data and in gray for a shuffled version of
the data (to form an empirical null distribution)



