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[bookmark: _Toc83927149][bookmark: _Toc129786276]Movie Captions
[bookmark: _Toc58847075]Movie S1: (a) Atomic resolution HRTEM movie of full reduction process of epitaxial Cu2O island #1 grown on Cu(110) surface at 300 °C under 0.1 mTorr MeOH vapor. (b) Corresponding enhanced FFT movie of the sample showing the island tilting during the isotropic stage. (c) Measured island size and tilt angle evolution during the reduction. 
[bookmark: _Toc58847076]Movie S2: Atomic resolution HRTEM movie of Cu2O island #2 showing the anisotropic reduction dynamics on side layer of Cu2O(110) surface at 300 °C under 0.1 mTorr MeOH vapor.
[bookmark: _Toc58847077]Movie S3: Atomic resolution HRTEM movie of  Cu2O island #3 showing the isotropic reduction stage on flat Cu(110) surface at 300 °C under 0.1 mTorr MeOH vapor. 
Movie S4: Atomic resolution HRTEM movie of Cu2O island #4 showing the isotropic reduction stage at 300 °C under 0.1 mTorr MeOH vapor. 
Movie S5: Atomic resolution HRTEM movie of electron beam induced reduction of Cu2O island #5 at 300 °C under vacuum at high e-beam dosage (3×106 e/nm2·s). 






[bookmark: _Toc83927150][bookmark: _Toc129786277]Note 1: Data Analysis
Movie alignment. The as recorded in situ Transmission Electron Microscopy (TEM) movie is significantly affected by drift during experiments, such as sample drift due to heating and gas injection. Although there are multiple existing movie drift-correction methods, most of them are developed for purposes such as shaky video footage in camera videos recording daily life. These methods usually require unchanging templates, such as corners, for alignment to perform image stabilization. However, for TEM movies, especially HRTEM movies, finding such unchanging markers is usually difficult. In this work, we improved upon a former movie alignment algorithm based on template matching to align in situ TEM movies1, 2. Instead of a constant unchanging template, the template for alignment changes over time to meet the requirements of in situ TEM movies, in which samples themselves have varying shapes over time. Furthermore, since blurry frames, which are caused by movement of the TEM stage or adjusting its focus, induce significant defects in alignment results, the blurry frames were deleted before alignment using an automated blur detection algorithm. The timestamp of the original movie is maintained to avoid the blurry frame deletion induced error in rate measurement. Hence, this method is suitable for aligning most in situ movies in which drift only impacts a small portion of the sample from frame to frame. 
Movie enhancement. After alignment, movies were cropped, rotated, and accelerated for easier observation using a combination of ImageJ and Python codes. To enhance image quality and increase Signal-to-Noise Ratios (SNR), movie frames were batch-enhanced by a home-made filtering code in ImageJ. This code used a combination of Inverse Fast Fourier Transform (IFFT) and Wiener filtering to enhance the contrast of each image. Each frame of the movie was first Wiener filtered and then FFT filtered, while subsequent mask addition enhanced Cu2O diffraction spots and reduced FFT noise signals. This mask addition formed IFFTs that yielded enhanced frames, which – when recombined with filtered frames – developed a new movie. 
Measure size evolution dynamics. The overall size evolution plotted in Figure 1e and Figure S3 is measured using a kymograph, which is taken at the center of the island shown in Figure S2 from the aligned and enhanced movie. Height (H) is defined as the distance from the top Cu2O(110) surface to the Cu(110) surface intersecting the center of the Cu2O island. Radius (R) is defined as half of the width of the Cu2O island, while buried island depth (D) is defined as the distance from the lower edge of the Cu2O island to the Cu(110) planar surface threshold imposed by H. Note there is a deviation in time when R and H became 0, which resulted from measuring R from the horizontal line two atomic layers above the Cu surface instead of directly on the Cu surface shown in Figure S2. This was done to avoid errors caused by processes inducing defects in the Cu surface, such as surface reconstruction and cluster accumulation (Figure 1c). 
Measure island tilt dynamics. The tilt angle evolution plotted in Figure S3 and Figure 3 is measured from the FFT movie displayed in HRTEM Movie S1. For each frame in each analyzed HRTEM movie, an FFT image was generated. Subsequent image processing enhances contrast and reduces noise in FFT images. Cu2O diffraction spots in processed FFT images are discerned using blob detection3. This detection method is more accurate for images with low signal-to-noise ratios, such as the FFT images yielded during the collapse of the island. As shown in Figure S3b, measured tilt angles resolved over time – namely at each spatial point used for detection – are in good agreement. At each measured time, the average tilt angle of such detected points is the effective tilt angle measurement applied to subsequent analyses. The corresponding standard deviation of such detected point measurements forms each error bar. This tilt angle quantification method is automated using our homemade Python code, and can be extended to benefit data analyses across many other in situ experiments. 
Measure island projection area. Projection area of the Cu2O island is measured using a convolutional neural network (CNN). The network is trained using 50% of the frames that comprise the movie visualizing island area (selected randomly). Trained samples are labeled by first resolving FFT images of frames, then filtering FFTs via IFFT using Cu2O diffraction spots. IFFT images are then filtered and resolved using the blob detection method. Atomic positions detected from IFFT images are then compared with raw images for verification. Verified positions are then transferred into filled mask files, which serve as a ground truth for training. This CNN network approach is adopted from the UIUC Neural network software package4, and is trained on our data. Predicted island area is compared with raw and IFFT filtered frames, preferring consistency with IFFT results to maximize accuracy. Nevertheless, this method only works on Cu2O islands with well-defined crystalline lattices. Hence, it is not applied after islands lose their lattice fringes or contrast after extensive reduction such as island tilting and collapsing. Projection area is plotted in Figure S4. Fitting of measured projection area data shows a transition from linear to isotropic shrinking near 123.6 s, consistent with the individual measurement fitting results. 
Statistical analysis and atomic model visualization. Statistical analysis is performed on measured size evolution to reveal changes in kinetic reaction mechanisms. This analysis is detailed in Note 2. All atomic visualizations of surfaces, interfaces, and adsorbates were made using VESTA5.
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[bookmark: _Toc129786278][bookmark: _Toc83927151]Figure S1| Cu2O islands grown on Cu(110) surface after in situ oxidation at 300 °C under 0.03 Pa O2. 
(a-b) Before oxidation, the Cu film was reduced in H2 to remove native oxides. (a) Clean contrast in the bright-field TEM image and (b) clean diffraction pattern with only Cu diffraction spots indicates the reduced film is oxide-free. (c-d) After in situ oxidation, a Cu2O island with a cube-on-cube epitaxial relationship to the Cu substrate was formed, as was confirmed by an (c) HRTEM image and a (d) diffraction pattern. Spots representing Cu2O islands are circled in red. [image: ]
[bookmark: _Toc129786279][bookmark: _Toc83927152]Figure S2| Measurement of island size evolution. 
(a) Time series HRTEM images taken from Movie S1. (b,d) Kymograph of Cu2O island x and y dimension sizes taken over time from the boxed area in (a) colored correspondingly. (c) Segmented binarized image of (b) for the measurement of left radius (Rl) and right radius (Rr). The overall radius R is the average of Rl and Rr. (e) Segmented binarized image of (d) for the measurement of island height (H) and buried depth (D). (f) Corresponding FFT time series from (a). (g) Identified diffraction spot center positions from (f) for island tilt angle measurement. The island tilt angle is taken from the average of the relative rotation of the circled diffraction spots. 
 
[image: ]
[bookmark: _Toc129786280][bookmark: _Toc83927153]Figure S3| Additional plots of the measured island size evolution in Movie S1. 
(a) The leftward (Rl, red line) and rightward (Rr, yellow line) side widths of a Cu2O island are measured relative to the location where the island disappears from the kymograph, as is shown in Figure S2b-c. The average radius (R, orange line) is the average of Rl and Rr. The height (H, green line) and buried depth (D, blue line) are measured relative to the location where the island disappears from the kymograph shown in Figure S2d-e. (b) The island tilt angle (θ, purple line) is measured using the relative rotation angle from the FFT movie shown in Figure S2f-g. Sampled time series, labelled 1-8 (leftward plot), correspond to diffraction spots (rightward figure) at which tilt angle variations were detected and measured. Analyzed tilt angle data (purple) is the average of these 8 sampled tilt angle measurements, while error bars are the standard deviations of such measurements at each unit of time. 
[image: ]
[bookmark: _Toc129786281]Figure S4| Fitting of measured size and projection area.
(a) Fitted sizes of island measurements R, D, and H using the breakpoint calculated in Note 3. Size evolution follows linear and parabolic trends before and after the breakpoint, respectively. (b) Fitting of measured island projection area using a CNN approach.
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[bookmark: _Toc129786282][bookmark: _Toc83927154]Figure S5| Monolayer-by-monolayer reduction of Cu2O nano-island #2 shown in Movie S2. 
(a-d) HRTEM observation of the dynamics of fully reducing a single Cu2O(110) monolayer under 7.6×10-6 Torr MeOH vapor and at 300 °C. The colored markers highlight the transition of removing the outermost side monolayer of the Cu2O island (red), and replacing it with the formerly second outermost layer (blue). (e-f) Snapshots of the same island before and after reduction over a longer time period, during which a Cu(110)|Cu2O(110){100} triple junction configuration is maintained over time. (g) Measured, averaged shrinking of 20 side layers indicates their relatively constant reduction rate. Initial first (1st) and last (20th) layer locations over time are labelled accordingly in (e-f). Error bars are standard deviations of each measurement.
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[bookmark: _Toc129786283][bookmark: _Toc83927155]Figure S6| Cu2OCu interfacial transformation along Cu|Cu2O(100) interface in Movie S2. 
(a-c) HRTEM snapshots showing the Cu2OCu transformation at the Cu2O||Cu(100) interface under 7.6×10-6 Torr MeOH vapor and at 300 °C. Blue, red, and yellow arrows point to the Cu2O/Cu interface step edge at (a) 10.4 s, (b) 11.2 s, and (c) 11.6 s, respectively.
[image: ]
[bookmark: _Toc83927156][bookmark: _Toc129786284]Figure S7| Isotropic reduction of Cu2O island #3 for Cu||Cu2O(110) interface observed in Movie S3. 
[bookmark: _Toc83927157](a) HRTEM snapshots showing the anisotropic reduction of the Cu2O island on both the top and side of the Cu2O island at 1×10-2 Pa MeOH vapor at 300 °C. Scale bar: 2 nm. (b) Schematic illustration showing the reduction process. Note both sides of the Cu2O island are flat, so no Cu pile or Cu2O island tilting was observed. (c) Corresponding island size evolution measured from the movie.
 [image: ]
[bookmark: _Toc129786285][bookmark: _Toc83927158]Figure S8| Isotropic reduction of Cu2O island #4 for Cu||Cu2O(110) interface observed in Movie S4. 
HRTEM snapshots showing the anisotropic reduction of the Cu2O island on both the top and side of the Cu2O island at 1×10-2 Pa MeOH vapor at 300 °C. Note both sides of the Cu2O island are flat, so no Cu pile or Cu2O island tilting was observed. Scale bar: 2 nm.


[bookmark: _Toc83927159][bookmark: _Toc129786286]Note 2: e-beam Effect
Effects resulting from e-beam exposure constitute a general issue for in situ TEM studies. For oxides such as Cu2O, strong electron beams have been reported capable of reducing oxides beyond the scope of studied reactions6, 7. To avoid this effect, the variable impact of e-beam dosage has been tested experimentally. Applying an acceleration voltage of 300 keV and an emission current of 2 A, an e-beam dosage – measured without its sample – of ~125 nA/um2 (7.8×105 e/nm2·s) was initially tested as a control. Note that this dosage is lower than that typically used for HRTEM imaging, as shown in literature reports (~1-5×106 e/nm2·s)8. Under this e-beam dosage, no obvious change in Cu2O island size was observed in vacuum over 3~5 minutes of e-beam exposure. In contrast, Cu2O islands were reduced within 3 min after MeOH was injected. Beyond the e-beam illuminated sample area, Cu2O islands on other sample areas were also reduced, corroborating this reduction behavior. Higher e-beam dosages (1.5-3×106 e/nm2·s) were also tested, confirming that e-beams can induce reduction of studied samples under sufficient conditions (Figure S9). However, this e-beam induced reduction in vacuum is uniform, or isotropic, across the top and side facets of Cu2O islands. Such results further confirm that our experimentally observed two-stage reduction – which is discerned by a transition away from anisotropic island shrinking – is due to MeOH involved reactions, instead of the e-beam effect. Since low e-beam dosage decreases the signal-to-noise ratio of studied images, Supporting Movies and corresponding extracted images are constructed by averaging together every two adjacent frames of raw recorded movie footage after image alignment and signal enhancement. 
[image: ]
[bookmark: _Toc129786287][bookmark: _Toc83927160]Figure S9| e-beam induced reduction of Cu2O island.  
(a-f) HRTEM snapshots taken over 4 minutes, showing the e-beam induced reduction of a Cu2O island happens on both its top and side facets under higher e-beam intensity (1.5×106 e/nm2·s) at 300 °C in vacuum. 


[bookmark: _Toc83927161][bookmark: _Toc129786288]Note 3: Statistical and Machine Learning Analysis of Cu2O Island Shrinking
[bookmark: _Hlk73643616]In previous work, in situ Transmission Electron Microscopy (TEM) observations of Cu2O island shrinking and reduction dynamics over time were characterized by deterministic trends9. Diffusive flux measured during related chemical reactions and mass transport events was modeled via continuous and deterministic relationships, as well as changes or breaks in those fitted relationships.2, 9 Such characterization of island dimension shrinking was possible for experimentally observable, well-defined, and distinct reaction phenomena. These phenomena can be easily discerned from individual atomic oscillations or small particle movements resulting from temperature, pressure, and reaction conditions. However, atomic-scale ETEM observations may feature highly discretized reactive processes. Such processes can consist of complicated reduction dynamics comprised of multiple dimensional measurements, or networks of interconnected but distinct reaction events. As previously demonstrated on related diffusion and nucleation mechanisms involving catalytic active sites, stochastic – rather than deterministic – kinetic modeling can characterize such reactive dynamics a priori.10, 11, 12 In this work, the changing stages of underlying discretized atomic processes – such as changes in reaction sites – can be expected to impact resultant size kinetics trends. Therefore, distinct kinetic regimes – as well as the dynamic structural transition points (breakpoints) delineating them – are identified, characterized, and correlated with ETEM observations via statistical and machine learning approaches that employ stochastic kinetic modeling. 
Referenced statistical and machine learning techniques were implemented via the R software platform.13 After being introduced in the first subsection of this note, the Bai-Perron approach then evaluates structural breaks corresponding to discrete changes in island shrinking dynamics over full and transitional univariate time series segments. After completing this subsection, sup-F testing was performed on transitional series in a subsequent subsection to identify a concerted multivariate break across multiple series. All of these statistical evaluations were completed with the strucchange package in R.14 Upon identifying this multivariate structural break, Auto-Regressive Integrated Moving Average (ARIMA) models were fitted to such transitional segments delineated by that break using the forecast package in R.15, 16 After fitting kinetically substantiated ARIMA terms to these delineated structural dynamics, one-to-one correspondences of concerted atomic oscillations over paired time series were evaluated via cointegration tests (Schmidt-Phillips unit root tests) using the urca package.17
1. [bookmark: _Toc83927162]Introducing Univariate Time Series Breakpoint Analysis
Bai-Perron testing first fits linear trends to time series segments formed by possible combinations of starting (ST) and ending (ET) times of a tested univariate series. ST-ET combinations are limited by a minimum segment size or fraction of total time series size (h), which determines the maximum number of detected breaks within a tested series. The residual sums of squares (RSS) of each segment is calculated and tabulated, yielding an upper triangular matrix formed from all possible ST (rows) and ET (columns) of these segments.14, 18, 19 From this matrix, the total RSS of any combination of data segments formed from a iteratively specified number of breaks (k) is optimized using the Bellman principle.18, 20 Per iteration of a subset routine, optimization first balances incremented k values with removed fractions of sequential time series data specified by a single h value. Via a superset routine, h is initialized to 0.2, then subsequently incrementally decreased until convergence of an optimal k. For k that yield small data segment lengths given limits imposed by h, multiple apparent and closely spaced breaks may only be detected as single breaks due to sampling limitations. This recursive optimization methodology, which is usually characterized as a dynamic programming problem,18, 19, 21 effectively learns from initially tabulated RSS to minimize optimized RSS at specified k values. Thus, this approach can be understood as the machine learning, or reinforcement learning, of time series breakpoints from RSS values.22, 23 
A priori, this technique was applied to entire time series modeling the left Cu2O(110){110} island side facet radius (Rl; Figure S10a), the matching right side facet radius (Rr; Figure S10b), the average of those radii (R; Figure S10c), island depth (D; Figure S11a), corresponding height (H; Figure S11b), and island tilt angle (T; Figure S11c). Bai-Perron breakpoint tests are completed over whole time series, as well as time series filtered to focus on only series components adjacent to anisotropic-to-isotropic kinetic transitions. Plots and summaries of whole and transitional time series analyses are respectively presented in Figures S10-S12 and Table S1, as well as Figures S13-S14 and Table S2. Table S1 and summarize the times to which all per-series breakpoints were fitted via Bai-Perron testing. Optimal numbers of breakpoints were determined via the Bayesian Information Crierion (BIC) for model selection, in which the trade-off between k and the total RSS of fitted segments at a given k were compared.14, 19, 24 
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[bookmark: _Toc129786289]Figure S10| Bai-Perron breakpoint test analysis completed on the {110} side facets of the Cu2O(110) island over all tested time. 
(a) Left (110) side facet (Rl; cyan), (b) right (110) side facet (Rr; purple), and (c) average of Rl and Rr (R; blue). The left panel shows resolved time series breakpoints (black points), while the right panel shows optimized model selection plots. The optimal number of breakpoints for each time series is highlighted via a black point in each rightward plot, while all measured BIC per plot are normalized relative to the BIC calculated at each optimal point. 
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[bookmark: _Toc129786290]Figure S11| Bai-Perron breakpoint test analysis completed on the depth, height and tilt angle of the Cu2O(110) island over all tested time. 
(a) Buried depth (D; pink), (b) island height (H; green), and (c) tilt angle (T, red). The left panel shows resolved time series breakpoints (black points), while the right panel shows optimized model selection plots. The optimal number of breakpoints for each time series is highlighted via a black point in each rightward plot, while all measured BIC per plot are normalized relative to the BIC calculated at each optimal point. 

[bookmark: _Toc83927165][bookmark: _Toc129786291]Table S1| Summary of all calculated breakpoints (BP) in sequence over time from Figures S10-S11.
	Breakpoints
	R, Left (nm)
	R, Right (nm)
	R, Mean (nm)
	D (nm)
	H (nm)
	Tilt Angle (°)

	BP 1 (s)
	16.6
	20.2
	15.8
	69.2
	27.2
	77.6

	BP 2 (s)
	44.8
	67.2
	38.8
	90.2
	117.0
	103.2

	BP 3 (s)
	60.6
	90.0
	64.8
	111.2
	144.4
	120.8

	BP 4 (s)
	75.8
	110.4
	90.0
	134.0
	
	142.0

	BP 5 (s)
	91.0
	149.4
	106.6
	155.0
	
	154.8

	BP 6 (s)
	106.2
	
	131.4
	
	
	

	BP 7 (s)
	124.2
	
	153.8
	
	
	

	BP 8 (s)
	139.4
	
	
	
	
	

	BP 9 (s)
	154.6
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[bookmark: _Toc129786292][bookmark: _Toc83927166]Figure S12| Summary of all BPs from complete, calculated univariate time series. 
Breakpoints (BP) of Rl, Rr, R, H, D, and tilt angle are respectively marked by leftward triangles, rightward triangles, circles, upward triangles, downward triangles, and diamonds colored to correspond to their constituent time series. Background colors distinguish approximate transitions between the anisotropic stage – including the R linear stage (light blue background), the R-D linear stage (darker blue background), and the isotropic stage (R-H isotropic stage, orange background). A roughly simultaneous breakpoint (filled BPs with corresponding color, marked by a dashed circle) is observed in radius-related (Rl,Rr, R), H, and tilt series near the R-D to R-H transition.

2. [bookmark: _Toc63872244][bookmark: _Toc63872266][bookmark: _Toc63872288][bookmark: _Toc63872310][bookmark: _Toc63872338][bookmark: _Toc63872452][bookmark: _Toc63872717][bookmark: _Toc63872859][bookmark: _Toc63874199][bookmark: _Toc63874272][bookmark: _Toc83927167]Univariate Bai-Perron Breakpoint Analysis of R, D, and H
Though anisotropic radial island shrinking occurs throughout studied time series, specific temporal domains are directly connected to anisotropic-to-isotropic kinetic transitions and associated dynamics. These domains and transitions are predicated on embedded island interfaces transforming from trapezoidal to triangular shapes, namely due to buried interfacial Cu2O reduction (Figure 1b). Such structural transformations decrease island depth (D), yielding Cu2O||Cu interfaces that further shrink (100) radial (R) interfaces. Thus, anisotropic shrinking is studied over whole time series, as well as domain-specific reaction mechanisms characterized by concerted R-D dynamics. The subsequent transition to isotropic radius (R) and height (H) reduction results from depletion of buried Cu2O, and thus Cu sourcing from the Cu2O(110){100} interface. Such depletion transforms this {100} channel into a {110} interface, which induces more uniform interaction with MeOH across R and H island dimensions. Thus, isotropic R-H shrinking should be characterized by distinctly different – but also concerted – diffusive flux and structural dynamics versus anisotropic R-D shrinking. In conjunction with experimental observations, a two-stage reaction mechanism is statistically validated, deriving shared structural breakpoints across series and transitions from concerted R-D anisotropic to R-H isotropic shrinking dynamics.
Bai-Perron optimizations (Figures S10-S11) and summarized structural breaks (Figure S12, Table S1) were first performed over whole univariate entire time series, revealing multiple overlapping island radius (R), height (H), and buried depth (D) breakpoints. Such breaks estimated the initial time (69.2 s, Figure 1e) at which island depth D began to decrease linearly and consistently. This break (70 s) coincides with the start of gradual island shrinking that results from tapering of its embedded component, which occurs during Cu2O→Cu transformation but while the island maintains its trapezoidal or rectangular shape (Figure 1b). Applying this lower limit, a second set of Bai-Perron optimizations (Figures S13-S15) and summarized structural breaks (Table S2) were completed on this temporal domain. Break prediction generally improved for R, D, and H measures while specifically refining the upper limit for any depth decreases (144.2 s), as well as linear and consistent depth decreases (134.2 s). The latter of these corresponds to the trapezoidal-to-triangular embedded island transformation and associated reaction processes (Figure 1c). The former of these defines the temporal domain used to resolve a single concerted R-D-H breakpoint corresponding to an anisotropic-to-isotropic transition.
[image: ]
[bookmark: _Toc129786293][bookmark: _Toc83927168]Figure S13| Bai-Perron breakpoint test analysis completed on the sizes of the Cu2O(110) island between the start and end of island depth shrinking. 
(a) Radius (R, blue), (b) height (H, green), and (c) depth (D, pink). The left panel shows resolved time series breakpoints (black points), while the right panel shows optimized model selection plots. The optimal number of breakpoints for each time series is highlighted via a black point in each rightward plot, while all measured BIC per plot are normalized relative to the BIC calculated at each optimal point.
 


[bookmark: _Toc129786294][bookmark: _Toc83927169]Table S2| Summary of all calculated breakpoints (BP) in sequence over time. 
BPs were adapted from left to right, or from before to after, according to plots from Figures S12-S13. BP times corresponding to the transition from R-D anisotropic to R-H linear isotropic kinetic regimes are highlighted in white, indicating when the transformation of buried Cu2O via reduction is no longer approximately continuous (reaches a second discontinuity). Italicized red times (D = 134.2 s, H = 137.2 s) represent the threshold at which even discontinuous reduction is no longer consistent, and isotropic linear reduction of H becomes observable. BPs characterizing the transition between R-H linear and parabolic isotropic regimes (R = 157.6 s, H = 153.4 s) are bolded. 
	Breakpoints
	R, average (nm)
	D (nm)
	H (nm)

	BP 1 (s)
	89.8
	78.2
	121.0

	BP 2 (s)
	106.2
	88.2
	137.2

	BP 3 (s)
	125.4
	99.0
	153.4

	BP 4 (s)
	145.6
	111.0
	

	BP 5 (s)
	157.6
	123.0
	

	BP 6 (s)
	
	134.2
	

	BP 7 (s)
	
	144.2
	


   
[image: ] 
[bookmark: _Toc129786295][bookmark: _Toc83927170]Figure S14| Summary of all calculated Bai-Perron breakpoints (BP) during the R-D anisotropic to R-H isotropic transition regime.  
BPs are marked by hollow symbols defined in Fig. S12. Half-filled BPs at ~123 s correspond to the transition from R-D anisotropic to R-H linear isotropic kinetics, indicating when the transformation of buried Cu2O via reduction is no longer approximately continuous (reaches a second discontinuity). Semi-filled BPs (D = 134.2 s, H = 137.2 s) represent the threshold at which discontinuous reduction is no longer consistent, and isotropic linear reduction of H becomes observable. Solid-filled BPs (R = 157.6 s, H = 153.4 s) show the transition between R-H linear and parabolic isotropic regimes. 





3. [bookmark: _Toc63872246][bookmark: _Toc63872268][bookmark: _Toc63872290][bookmark: _Toc63872312][bookmark: _Toc63872340][bookmark: _Toc63872454][bookmark: _Toc63872719][bookmark: _Toc63872861][bookmark: _Toc63874201][bookmark: _Toc63874277][bookmark: _Toc63872247][bookmark: _Toc63872269][bookmark: _Toc63872291][bookmark: _Toc63872313][bookmark: _Toc63872341][bookmark: _Toc63872455][bookmark: _Toc63872720][bookmark: _Toc63872862][bookmark: _Toc63874202][bookmark: _Toc63874278][bookmark: _Toc83927171]Concerted Breakpoints: Multivariate R-D-H and Beyond
To identify when structural dynamics signal a transition from R-D anisotropic to R-H isotropic kinetics, an initial screening shows a single possible shared R-D-H breakpoint via Table S2 (H=121.0, D=123.0, R =125.4 s). To verify this break, a sup-F test evaluates a multivariate linear model (slopes=dl/dt, intercepts=lt=t0) over enumerated (h) R, D, and H series (length l) versus time (t) with time-specific errors (𝜀i,t).2 The statistical significance of imparting a single break (k=1) uniformly across R, D, and H is evaluated via an F-test statistic (F). F is calculated from the linear fitting errors, or RSS per segment summed over all segments, of data segments (a, b; respective sample sizes Na, Nb) shared across all series. Per possible shared breakpoint tested, null (H0) and alternate (HA) hypotheses are evaluated, finding whether breaks in shared linear intercept or slope terms are significant. Such tests are performed over a temporal window (j1 < j < j2), over which single breakpoint placement across R, D, and H is varied. Over this window, the breakpoint with a “maximized” (supremum, sup) F is taken and compared to a significance threshold (L~15-20). If this breakpoint is significant, then a concerted transition across dynamic regimes is evidenced. The formalisms used to complete sup-F testing are presented below:2, 14





As shown in Figure S15, a concerted R-D-H breakpoint at 123.6 s is estimated for this two-stage dynamics transition within a sampling window of 93.8 < j < 144.6 s. The sup-F test statistic (F=1101) and the neighborhood of its optimization are strongly significant, statistically evidencing the experimentally observed two-stage transition and its resolved time. This point marks an estimated threshold for several experimentally observed phenomena, including the loss of approximately continuous island depth sinking, the transition from anisotropic to isotropic reduction of R and H island dimensions, and the coarsening of the Cu||Cu2O junction that coincides with its interfacial transformation between (100) and (110) orientations.
[image: ]
[bookmark: _Toc129786296][bookmark: _Toc83927172]Figure S15| Individual radius (R), depth (D), and height (H) breakpoints (BP) over a common time interval within the temporal boundaries imposed by island depth shrinking (left). 
(a) Optimized combined R-D-H sup-F test results indicate that a single BP for all three measures can be estimated to occur at t = 123.6 s (F = 1101) within the studied 93.8 < j < 144.6 s window. (b) Bai-Perron breakpoint test analysis completed on Cu2O island tilt angle after the end of island depth shrinking.
[bookmark: _Toc63872249][bookmark: _Toc63872271][bookmark: _Toc63872293][bookmark: _Toc63872315][bookmark: _Toc63872343][bookmark: _Toc63872457][bookmark: _Toc63872722][bookmark: _Toc63872864][bookmark: _Toc63874204][bookmark: _Toc63874281][bookmark: _Toc83927173]At subsequent D breaks of 134.2 s and 144.2 (Table S2), discontinuous decreases in D persist. This former breakpoint correlates with the experimental observation of nearly complete buried Cu2O reduction at approximately 135 s (Figure 1c), and approximately coincides with an H breakpoint (137.2 s, Table S2). Different island dimension breakpoints are linked via tilt angle breaks. Figure S11c indicates an initial tilt angle breakpoint at 77.6 s, which is near the start of island depth loss (~70 s) and coincides with the first D breakpoint following such loss (78.2 s, Table S2). Tables S1-S2 show tilt angle breaks slightly (103.2 s) near a discrete radial mass transport event (106.2 s), albeit a more prominent tilt angle breakpoint (120.8 s) occurs adjacent to the two-stage transition threshold (123.6 s). The final loss of island depth during buried Cu2O reduction (144.2 s, Figure 1c), and the second experimentally observed tilting oscillation induced by Cu accumulation (153 s, Figure 3c), are also detected by respective tilt angle breakpoints (142.0, 154.8 s; Table S1). Focusing on tilt angle after full buried Cu2O reduction (t>144.2 s), Figure S15b detects an initial experimentally observed tilting oscillation with a breakpoint (151.2 s), reaffirms the first breakpoint derived during full tilt angle trend analysis (154.8 s), and correlates both subsequent sudden losses in island radius with two breakpoints (158.0, 162.8 s).

4. Stochastic Trend Fitting of Island Size Evolution with ARIMA Models
Applying the detected breakpoints, stochastic trend analyses were performed on experimentally measured island kinetics, implicitly resolving various types of diffusive Cu flux accompanying island transformations with different Auto-Regressive Integrated Moving Average (ARIMA) terms. Such flux corresponds to island shrinking, which is distinguished from white noise caused by measurement errors. Cu diffusion along island dimensions during the anisotropic regime can be exclusively characterized via first-order linear diffusive decay (I=1) away from a studied oxide island (ARIMA(0,1,0) model). In contrast, matching Cu atomic flux during isotropic regimes is best described as second-order parabolic decay (I=2), accompanied by equilibrated stationary Cu diffusion (Cu↔Cu, MA=1) over island dimensions (ARIMA(0,2,1) model). Physically, the anisotropic R-D fit characterizes linear diffusive decay over a 2-D radial surface area. Correspondingly, the isotropic R-H fit depicts some concerted oscillatory Cu diffusion, with parabolic diffusive decay, over a 3-D island volume. This deduction is further proved by island projection area measurements (Figure S4b), which reveal linear decay in the anisotropic stage and parabolic decay in the isotropic stage. Hence, the two-stage fitting of the island size further suggests the change of reaction mechanism in the two stages.
Whether R-D and R-H structural dynamics and diffusional flux are respectively correlated between 69.2-123.6 s and 123.6-144.2 s is determined by first characterizing those domain specified dynamics. Discrete atomic dynamics spanning R, D, and H time series are fitted via ARIMA models. Such models are fitted to each individual series (generalized as Y) assessing island shrinking over time (t):25

Stochastic trends dynamics are fitted via three variable types summed in series, which are classified as autoregressive (AR), drift (or integrated, I), and moving average (MA) terms. These terms are undergirded by an effective ARIMA(0, 0, 0) reference model, which represents the Brownian motion or Langevin dynamics of reducing Cu2O at studied interfaces.26, 27 In ARIMA models, current Y values in stochastic trends are fitted to previous instances of themselves (AR, I), are grouped into residual white noise at the current time (𝜀t), or are fitted to the residuals of previously fitted instances of themselves (MA).25 In stochastic kinetics, AR and MA terms of differencing orders a and m fit atomic dynamics originating from forward reactions of matching reaction orders.10 AR and MA terms both represent diffusion within thermodynamically isolated systems that conserve system mass. However, AR terms characterize the kinetics, and transport dynamics, of perturbative reaction processes returning systems to thermodynamic equilibrium. MA terms account for mass conserving (stationary) kinetics and dynamics of non-perturbative reactions, such as equilibrated diffusive flux.10, 12, 28 Integrated terms of differencing order i accommodate mass diffusing out of locally isolated systems (nonstationarity).12, 26, 27 During island shrinking or growth, i can represent the number of spatial dimensions over which Cu is transported, or Cu flux across an isolated thermodynamic system barrier.29 Time-averaged fitted constants (μ) account for non-normalized trend contributions, which are unrelated to oscillatory (stationary) or diffusive (integrated) structural dynamics. AR, I, and MA terms describing previous reaction events are connected to Y (Yt) at the present time (t), namely by the number of time units (Δt = 0.2 s) by which they are lagged. Such terms are incremented by a (total of A), i (total of I), and m (total of M) to yield general ARIMA(a, i, m) fitted models.25  
AR and MA coefficients fit stationary atomic oscillations, while I coefficients are integers and account for mass transport to or from an isolated system. When two integration (I) terms are correlated, such that the transportation events they characterize constitute a concerted reaction process, they are called cointegrated. Statistical cointegration tests determine whether corresponding I terms from paired ARIMA models are correlated or not, comparing the shrinking of paired measures (R-D or R-H) over specific temporal domains (anisotropic or isotropic, respectively). These tests evaluate finite differencing between ARIMA model fits to find whether differences in paired I coefficients (𝜏) are statistically significant.25 The null (H0) hypotheses of such tests affirm paired coefficient or unit root (𝜏) significance, while their alternative (HA) hypotheses permit cointegration:17

ARIMA models can be fitted to stochastic processes by manual selection, in which information criteria (for example, BIC) results of different ARIMA parameter sets are compared. Automated procedures, such as the Hyndman-Khandakar algorithm, apply related criteria to select parameters.13, 16 This work applies the Hyndman-Khandakar algorithm to R-D anisotropic (temporal domain over 69.2-123.6 s) and R-H (123.6-144.2 s) paired trends separately. Individual anisotropic R and D processes were both fitted to ARIMA(0, 1, 0) models with non-zero μ, while individual isotropic R and H processes were fitted to ARIMA(0, 2, 1) models with non-zero μ. In a physical context, the anisotropic R-D fit characterizes Brownian dynamics with linear diffusive decay over a 2-D radial surface area. Correspondingly, the isotropic R-H fit depicts Brownian dynamics with parabolic diffusive decay over a 3-D island volume. Both dynamics form interfaces with gaseous environments.25, 26, 29, 30 
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[bookmark: _Toc129786297]Figure S16| Fitting of R-H measurements using calculated breakpoints.
Fitting curves for R and H are plotted in black dashed and dot-dashed lines, respectively. Their parameters are listed in the figure. Anisotropic and isotropic stages are colored with blue and orange backgrounds, respectively. Fitting parameters and residuals (res) are listed on corresponding curves. (a) Linear + parabolic fitting using the concerted breakpoint (Figure S15, BP=123.6 s). (b) Linear + parabolic fitting using separately calculated R (145.6 s) and H (137.2 s) breakpoints (Table S2). (c) Linear + linear + parabolic fitting combining the concerted (123.6 s) breakpoint with separately calculated R (157.6 s) and H (153.4 s) breakpoints (Table S2). 



5. [bookmark: _Toc83927174]Correlating Oscillatory Structural Dynamics via Cointegration Testing
Concerted R-D and R-H diffusive flux is evidenced by evaluating cointegration between differenced, paired trends using Schmidt-Phillips unit root testing. For anisotropic shrinking within the transitional domain, R and D dynamics – produced by diffusion events – were fitted to I(1) terms or ARIMA(0,1,0) models. Cointegration is tested on such processes using the following length measurement (l) differencing equation (ΔYt): 

Fixing μ and current time error (𝜀t) differences, linear I(1) coefficient (𝜏1) unit root significance is evaluated via the Schmidt-Phillips (SP) test.17, 31 The resulting overall test statistic (SP=-3.53) is between the critical values for 5% (-3.04) and 1% (-3.61) significance, indicating moderate cointegration or shared R-D dynamics before the anisotropic-to-isotropic transition. Given also R2=0.98 for this ΔYt, R and D shrinking over respective Cu2O facets and Cu2O||Cu junction interfaces are partially correlated. While diffusive flux over these interfaces originates from a shared step flow mechanism, many reaction processes – which are not controlled by ΔYt – are likely impacting its SP value. For R-H isotropic processes, both I(1) and I(2) unit roots (respectively 𝜏1 and 𝜏2) are initially tested using the ΔYt below, given they were both fitted to ARIMA(0, 2, 1) models:

Naïvely differencing respective linear and quadratic 𝜏1 and 𝜏2 unit root terms simultaneously, SP = -1.09, which is not significant under a 10% critical value (-3.28). However, this cointegration test fitted R and H series to not only I(1) and I(2) terms, but also MA(1) terms. Thus, ΔYt is rearranged to account for such MA(1) terms:

Differencing now isolated 𝜏1 and 𝜏2 terms simultaneously, SP = -76.57, which greatly supersedes its 1% critical value (-4.08). These results strongly imply that isolated atomic diffusive flux across R and H measures, which does not result from concerted stationary reactions, is induced by isotropic MeOH dissociation. Such results also directly indicate that Cu mass transport across corresponding top and side Cu2O island facets, which results from island shrinking, is uniform.

[bookmark: _Toc83927177][bookmark: _Toc129786298]Note 4: DFT Simulation of MeOH Adsorption Energies on Stepped Cu2O(110){110} Surface 
[image: ]
[bookmark: _Toc129786299][bookmark: _Toc83927178]Figure S17| Cu2O(110){110} side facet structure investigated for Figure 4a.  
(a) Reference structure without adsorbates used for dissociative adsorption calculations in this figure. (b) Structure with a MeO adsorbate on an under-coordinated (two-fold) Cu atom and a H adsorbate on a fully coordinated (three-fold) O atom. This is the most favorable Cu2O(110){110} adsorbate candidate (Eads = -1.10 eV). (c) Structure with a MeO adsorbate between two fully coordinated (three-fold) Cu atoms and a H adsorbate on a fully coordinated surface (three-fold) O atom (Eads = +0.17 eV). (d) Structure with a MeO adsorbate between two fully coordinated (three-fold) Cu atoms and a H adsorbate on a fully coordinated subsurface (four-fold) O atom (Eads = +0.24 eV). Unstable structures (positive Eads) are outlined in red, while the most favorable structure is outlined in blue. Cu (light brown), O (red), C (black), and H (white) atoms are generally colored accordingly, while O comprising MeO adsorbates are colored purple to distinguish them.
 

[bookmark: _Toc83927179][bookmark: _Toc129786300]Note 5: DFT Simulation of MeOH Adsorption Energies on Cu(110)||Cu2O(110){110} Interfaces
[image: ]
[bookmark: _Toc129786301][bookmark: _Toc83927180]Figure S18| DFT calculation results on MeOH adsorption energies on Cu(110)||Cu2O(110){110} interfacial structure without defects investigated via Figure 4b. 
(a) Reference structure with no adsorbates used for dissociative adsorption calculations in this figure. (b-m) Dissociatively absorbed MeOH described in Table S3. Unstable structures (positive Eads) are outlined in red, stable structures (negative Eads) are outlined in green, and the most favorable structure (m) is outlined in blue. Cu forming Cu2O interfaces (light brown), O (red), C (black), and H (white) atoms are generally colored accordingly, while O comprising MeO adsorbates are colored purple and Cu atoms forming Cu surfaces are colored orange to distinguish them from other Cu.
 


[bookmark: _Toc129786302][bookmark: _Toc83927181]Table S3| Summary of DFT calculation results on MeOH Eads – with unstable (red), stable (green), and most stable (blue) structures – on Cu(110)||Cu2O(110){110} interfaces. 
All atoms adsorbed to Cu2O(110){110} are adsorbed at its lowest layer and are fully coordinated (no defects). Overall, MeO is most favorably adsorbed to two Cu(110) Cu sites in the same channel with one at the triple point, while matching cross-channel results are somewhat less favorable but still stable. H is then most favorably adsorbed to the O site on Cu2O(110){110} nearest to MeO in both cases. The most favorable adsorption structure from this set is nearly, but not quite, as favorable as the most favorable Cu(110) site facet adsorption configuration (Eads = -1.10 eV).   
	Figure S18
	Description
	Eads (eV)

	b
	MeO: 1 surface Cu site on Cu2O(110){110}
H: On O of Cu2O(110){110}, O site nearest to MeO
	+4.92

	c
	MeO: 1 surface Cu site on Cu2O(110){110}
H: On Cu of Cu(110), Cu site nearest to MeO
	+19.70

	d
	MeO: Between 2 subsurface sites on Cu(110)
H: On O of Cu2O(110){110}, O site nearest to MeO
	+0.35

	e
	MeO: Between 2 subsurface sites on Cu(110)
H: On O of Cu2O(110){110}, O site not nearest to MeO
	+7.78

	f
	MeO: 1 subsurface Cu site on Cu2O(110){110}
H: On O of Cu2O(110){110}, O site nearest to MeO
	+3.27

	g
	MeO: 1 subsurface Cu site on Cu2O(110){110}
H: On O of Cu2O(110){110}, O site not nearest to MeO
	+0.49

	h
	MeO: 2 cross-channel Cu(110) sites (both initialized at triple point, relaxed accordingly)
H: On O of Cu2O(110){110}, O site not nearest to MeO
	-0.59

	i
	MeO: 2 cross-channel Cu(110) sites (both initialized at triple point, relaxed accordingly)
H: On O of Cu2O(110){110}, O site nearest to MeO
	-0.69

	j
	MeO: 2 in-channel sites on Cu(110) (1 at triple point)
H: On O of Cu2O(110){110}, O site not nearest to MeO
	-0.40

	k
	MeO: 2 in-channel sites on Cu(110) (1 at triple point)
H: On O of Cu2O(110){110}, O site nearest to MeO
	-0.98

	l
	MeO: 2 cross-channel Cu(110) sites (none at triple point)
H: On O of Cu2O(110){110}, O site nearest to MeO
	-0.66

	m
	MeO: Initially 2 cross-channel Cu(110) sites (both at triple point), relaxed into k
H: On O of Cu2O(110){110}, O site nearest to MeO
	-0.99




[bookmark: _Toc83927182][bookmark: _Toc129786303]Note 6: DFT Simulation of MeOH Adsorption Energies on Cu(110)||Cu2O(110){010} Interfaces
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[bookmark: _Toc129786304][bookmark: _Toc83927183]Figure S19| Cu(110)||Cu2O(110){010} interfacial structure investigated to complement Figure 4c. 
(a) Reference structure with no adsorbates used for adsorbate calculations in this figure. This structure applies a Cu(100)-Cu2O(100) channel, an O-termination of the Cu2O(100) surface, and no defects. (b) MeO and H adsorbate configurations rendered to resemble the most favorable structure derived in Note 5 as closely as is possible (Figure S18k,m). Beyond Figure S18k, this structure features an O-termination of its Cu2O(110){110} surface and is stable (Eads = -0.43 eV). (c) MeO and H adsorbate configurations resembling favorable cross-channel structures from Note 5 (Figure S18k,m). Beyond Figure S18j, this structure features an O-termination of its Cu2O(110){110} surface and is stable (Eads = -0.54 eV). (d) MeO and H adsorbate configuration resembling the most favorable structure derived in Note 5, except for H being adsorbed not next to MeO (Figure S18m). Beyond Figure S18m, this structure features an O-termination of its Cu2O(110){110} surface, and is the most stable structure tested in Note 6 (Eads = -0.57 eV).


[bookmark: _Toc129786305][bookmark: _Toc83927184]Table S4| Summary of DFT calculation results on MeOH Eads – with stable (green) and most stable (blue) structures – on Cu(110)||Cu2O(110){010} interfaces with a Cu(100)-Cu2O(100) channel, which better represents the experimental triple point. 
All atoms adsorbed to Cu2O(110){010} are located at the lowest layer of this interface, and are fully coordinated (no defects). Evaluated adsorption configurations are made to represent an ensemble of stable structures from the set tested in Note 5. Overall, MeO is most favorably adsorbed to two Cu sites in the same channel, while one of these Cu is located at the triple point. H is adsorbed to an O on Cu2O(110){010} that is not as close as is possible to that MeO (mirrors Figure S18j). Matching cross-channel adsorption (represents Figure S18i) and MeO-H adjacent in-channel adsorption (represents Figure S18m) results are somewhat less favorable, but are still stable. All structures are distinctly less favorable than the most favorable Cu(110) site facet adsorption configuration (Eads = -1.10 eV). 
	Figure S19
	Description
	Eads (eV)

	b
	MeO: 2 in-channel sites on Cu(110) (1 at triple point)
H: On O of Cu2O(110){010}, O site nearest to MeO
	-0.43

	c
	MeO: 2 cross-channel sites on Cu(110) (none at triple point)
H: On O of Cu2O(110){010}, O site not nearest to MeO
	-0.54

	d
	MeO: 2 in-channel sites on Cu(110) (1 at triple point)
H: On O of Cu2O(110){010}, O site not nearest to MeO
	-0.57






[bookmark: _Toc83927185][bookmark: _Toc129786306]Note 7: DFT Simulation of MeOH Adsorption Energies on Cu(110)||Cu2O(110){010} Interfaces (Cu-O Terminated) with Cu and O Defects
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[bookmark: _Toc129786307][bookmark: _Toc83927186]Figure S20| Cu(110)||Cu2O(110){010} interfacial structure with Cu-O terminated {010} interface and Cu and O defects investigated via Figure 4d. 
(a) The reference state without adsorbates features an O-termination of the Cu2O(110){010} interface and one O site defect on the lowermost layer of that surface (grey hollow atom). Such features are maintained over all structures in Note 7. Two Cu on the lowermost and second lowermost Cu layers of Cu2O(110){010}, which are highlighted in yellow, variably serve as sites for defects in simulations performed in Note 7. (b) Structure with MeO embedded within an O vacancy on the lowermost Cu2O(110){010} layer and H adsorbed to an O on that layer next to the vacant O site. Other than its adsorbates, this structure matches its reference (a), as both possible Cu defect sites (highlighted in yellow) on the lowermost and second lowermost Cu layers of Cu2O(110){010} are not defects (are not vacant). This structure is stable (Eads = -0.81 eV). (c) Structure with MeO embedded within an O vacancy on the lowermost Cu2O(110){010} layer and H adsorbed to an O on that layer next to the vacant O site. Other than its adsorbates, this structure matches its reference (a) but with the lower highlighted Cu removed, as the Cu site on the lowermost layer is vacant (is a defect site). In contrast, the matching Cu defect site (highlighted in yellow) on the second lowermost Cu2O(110){010} Cu layer is not vacant. This structure is stable (Eads = -0.74 eV). (d) Structure with MeO embedded within an O vacancy on the lowermost Cu2O(110){010} layer and H adsorbed to an O on that layer next to the vacant O site. Other than its adsorbates, this structure matches its reference (a) but with the upper highlighted Cu removed, as the Cu site on the second lowermost layer is vacant (is a defect site). In contrast, the matching Cu defect site (highlighted in yellow) on the lowermost Cu2O(110){010} Cu layer is not vacant. This structure is stable (Eads = -1.46 eV). (e) Structure initialized with MeO embedded within an O vacancy on the lowermost Cu2O(110){010} layer and H adsorbed to an O on that layer next to the vacant O site (left panel). This structure with an adsorbate is referenced relative to (a), but with both highlighted Cu removed (vacancies). After relaxation, one H is transferred from MeO to an undercoordinated O on Cu2O(110){010} that resulted from Cu defects (right panel). This structure is stable (Eads = -2.18 eV).
 




[bookmark: _Toc129786308][bookmark: _Toc83927187]Table S5| Summary of DFT calculation results on MeOH Eads on Cu(110)||Cu2O(110){010} with a Cu(100)-Cu2O(100) channel interface, which represents the experimental triple point. 
Relative to the most favorable Cu(110) site facet adsorption configuration (Eads = -1.10 eV), structures that are less favorable (red), more favorable (green), and the most favorable (blue) of all tested structures in Note 7 are highlighted accordingly below. All atoms adsorbed to Cu2O(110){010} are located at its lowest layer. Given that the experimental process by which Cu2O side layers are removed requires exposure of both terminations (Cu-O and Cu) of the Cu2O interface, these structures represent Cu-O terminated structures. Adsorption configurations are selected to best improve proximity of MeO-based adsorbates to the triple point, possibly available sites at which H can be adsorbed after dissociation, and possible Cu defects on Cu2O(110){010}. Consistently, MeO is more favorably adsorbed to this structure than the side facet against which it competes in experiment when the Cu site nearest MeO is vacant (or a defect site). Favorability is even further improved when Cu defects lead to O undercoordination, such that more H can be dissociated from MeO and transferred to such nearby O. All studied structures were stable. 
	Figure S20
	Description
	Eads (eV)

	b
	O: 1 defect, lowest Cu2O(110){110} layer
Cu: No defects
Cu site nearest to MeO is not a defect site
	-0.81

	c
	O: 1 defect, lowest Cu2O(110){110} layer
Cu: 1 defect, second lowest Cu2O(110){110} layer
Cu site nearest to MeO is not a defect site
	-0.74

	d
	O: 1 defect, lowest Cu2O(110){110} layer
Cu: 1 defect, lowest Cu2O(110){110} layer
Cu site nearest to MeO is a defect site
	-1.46

	e
	O: 1 defect, lowest Cu2O(110){110} layer
Cu: 2 defects, both Cu2O(110){110} layers
Cu site nearest to MeO is a defect site
Relaxes to separate MeO from an additional H
	-2.18





[bookmark: _Toc83927188][bookmark: _Toc129786309]Note 8: DFT Simulation of MeOH Adsorption Energies on Cu(110)||Cu2O(110){010} Interfaces (Cu Terminated) with Cu Defects
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[bookmark: _Toc129786310][bookmark: _Toc83927189]Figure S21| Cu(110)||Cu2O(110){010} interfacial structure with Cu-terminated (100) interface and Cu defects investigated via Figure 4e. 
(a) The reference structure without adsorbates features a Cu-termination of the Cu2O(110){010} interface, and two Cu defect sites (grey hollow atoms) on the lowermost layer of that surface. This is the adsorbate-free reference structure for (b). Adding another Cu defect on the second lowermost layer of Cu2O(110){110} (highlighted, solid grey) forms the adsorbate-free reference for (c). (b) Structure with MeO and H adsorbate configurations adapted from Figure S20c, but shifted down to the Cu(110) surface. This structure is stable (Eads = -1.39 eV). (c) Structure with MeO and H adsorbate configurations adapted from Figure S20e, but shifted down to the Cu(110) surface. This structure is stable (Eads = -2.25 eV).
 




[bookmark: _Toc129786311][bookmark: _Toc83927190]Table S6| Summary of DFT calculation results on MeOH Eads on Cu(110)||Cu2O(110){010}. 
Structures that are more favorable (green) than the most favorable Cu(110) site facet adsorption configuration (-1.10 eV), as well as the most favorable (blue) of all tested structures in Note 8, are highlighted accordingly below. All atoms adsorbed to Cu2O(110){010} are located at its lowest layer. Given that the experimental process by which Cu2O side layers are removed requires exposure of both terminations (Cu-O and Cu) of the Cu2O interface, these structures represent Cu terminated structures. Adsorption configurations are selected to most closely mirror those tested in Note 7 as is possible, given that the iterative removal of Cu2O side layers (at the triple point) in experiment would require transition between Cu and Cu-O terminations of Cu2O(110). Thus, the structures and configurations shown in Note 8 are designed to readily transition between those featured in Note 7. Particularly, the lowermost Cu layer of Cu2O(110) in Note 7 would diffuse onto Cu(110), while MeO and H would maintain their configurations while adsorbing onto Cu(110) and Cu2O(110), respectively. Consistently, MeO is more favorably adsorbed to this structure than the side facet against which it competes in experiment when the Cu sites nearest MeO are vacant (or are defect sites). Favorability is even further improved when more Cu defects are introduced. In conjunction with Notes 5, 6, and 7, these results indicate that regardless of the orientations of particular interfaces featuring reactions, the terminations of such interfaces, or the configurations of dissociated MeO and H adsorbates, the overarching cause of favorability inducing anisotropic island shrinking is the introduction of Cu and O defects on vertical Cu2O(110) side layers. All structures studied in Note 8 were stable. 
	Figure S21
	Description
	Eads (eV)

	b
	Lower layer: 2 Cu defects
Upper layer: No Cu defects
	-1.39

	c
	Lower layer: 2 Cu defects
Upper layer: 1 Cu defect
	-2.25
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Note 9: Experimental Verification of Defects Near (100) Junction
Our DFT simulations suggest that for the (100) junction, Cu and O vacancies near the junction could significantly lower dissociative adsorption energies. Although direct observation of individual site vacancies in TEM is still a very challenging task, the relative TEM intensity changes caused by inducing multiple vacancies can substantiate claims of single site vacancy existence.32 
Using the most favorable vacancy configuration from DFT simulated structures shown in Figure 4, an atomic model of a Cu2O island grown on Cu(110) with a (100) junction is built (Figure S22a). This Cu||Cu2O interface adopts the (6×7) Coincident Site Lattice (CSL) structure observed in our experiments and previous papers.33 HRTEM image simulation is performed using this model with and without vacancies, fitting simulation parameters to best match experimental images (Figure S22b). Such parameters are then adopted to compare TEM image intensities before and after site vacancies are induced. Both Cu and O vacancies are found to lead to increases in intensity. 
To verify described effects in experiments, HRTEM movies are pseudo-colored to show intensity changes, as shown in Figure S23. As shown in Figure S23a-c, the junction region in the anisotropic stage shows brighter contrast in comparison with referenced Cu2O bulk. However, this relative increase in intensity disappeared in corresponding images depicting reduction during the isotropic stage. Further, atomic column positions of the Cu2O island were detected using our data analysis method. Using the detected column positions, the average intensity of each atomic column is calculated and plotted in panels beneath TEM images. During the entire anisotropic stage, the junction area shows much higher intensity (red) than all other regions of the island. In contrast, more uniform TEM image intensity is observed across studied islands during the isotropic stage. The experimentally observed intensity increases near junctions are caused by vacancies, as is confirmed by our HRTEM simulations.  

[image: ]
[bookmark: _Toc129786313][bookmark: _Toc83927192]Figure S22| HRTEM simulation results depicting vacancy induced effects on image intensity. 
(a) Atomic model for HRTEM simulation with defect sites on Cu2O(110) surfaces and Cu||Cu2O interfaces; vacancy configurations at junctions are adopted from the most favorable simulated configurations in Figure 4. (b) Simulated HRTEM image (inset) is in good agreement with the experimental image. (c) Simulated HRTEM image without defects. (d) Simulated HRTEM image with defects. (e) Intensity profiles of Cu2O(110) surface with (red) and without (grey) Cu vacancy (Cuv) marked by arrows. (f) Intensity profiles of Cu2O(110) surface with (red) and without (grey) Cu and O vacancies marked by arrows. (g) Intensity profiles of Cu-terminated Cu||Cu2O(100) interface with (red) and without (grey) Cu vacancies marked by arrows. (h) Intensity profiles of O-terminated Cu||Cu2O(100) interface with (red) and without (grey) O vacancies marked by arrows. 
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[bookmark: _Toc129786314][bookmark: _Toc83927193]Figure S23| Change of relative intensity near junction from anisotropic stage to isotropic stage. 
(a-c) Pseudo-colored HRTEM images of the anisotropic stage highlight intensity differences (left), while corrresponding plots of atomic column intensity are depicted in atom-resolved images (right). The intensity near the junction is brighter than that of the Cu2O bulk throughout this stage; the junction is marked by the dashed circle in (a). (d) Representative intensity profile of the junction region marked in (c). The atomic columns near the Cu||Cu2O interface (boxed region) show increased intensity. (e-g) Pseudo-colored HRTEM images of the isotropic stage highlight intensity differences (left), while corresponding plots of atomic column intensity are depicted in atom-resolved images (right). The intensity near the junction is similar to that of the Cu2O bulk throughout this stage. (h) Representative intensity profile of the junction region marked in (e) showing uniform intensity across the Cu2O island. Upper and lower intensity (heatmap) color bars between (d) and (h) apply to leftward pseudo-colored HRTEM images and rightward columnar atom-resolved images, respectively.
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