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Supplementary document 

Conventional computer vision techniques for cell detection 

With the extensive development and application of visual detection technology of 

microscopy, many detection images will be generated during the detection process. 

Manual interpretation is required to obtain test results, which are inefficient and 

ineffective. Computer vision is the ability of a computer or machine to acquire human-

like understanding from digital images or videos [2]. Generally, applications of 

conventional computer vision methods include image pre-processing, image 

segmentation, feature extraction, object recognition and structural analysis [3, 4].  

Machine learning recognition based on the targets’ morphology is one of the most 

conventional detection methods. For example, Piuri and Scotti [5] use a method of 

comparing stretch and open operation structure elements to extract the characteristics 

of white blood cells. Finally, Basophil, Eosinophil, Lymphocyte were classified by 

neural network. Wang and Zhou [6] utilize both the intensity and shape information of 

the cell for better segmentation quality. In their paper, an online support vector classifier 

(OSVC) is used for cell phase identification. The segmentation method of intensity 

maxima was adopted by Shubham Manik [7], and 8 morphological features of white 

blood cell binary images were extracted, classified and identified by ANN. In addition, 

there are machine learning recognition methods based on cell texture features. Ghosh 

[8] separate the individual regions, then, those regions are classified by the shape, size, 

color and texture features independently with different fuzzy and non-fuzzy techniques. 

However, a major limitation of the conventional computer vision technology 

applied in the above studies is the need to design complex feature extractors suitable 

only for specific tasks. Another problem is that a lot of image preprocessing is required 

to prepare the training data set, and the training process is tedious. As the morphological 

method is usually used to obtain the foreground objects, it is easy to miss and over 

segment in the microscopic images with complex background such as fecel. In addition, 

previous studies mainly focused on the recognition and property retrieval of single cell 

types, and few studies on automatic recognition and localization of other common cells, 

such as RBC, WBC, mildew. 

Deep learning-based approaches for image classification and object detection 



The essence of deep learning is to build a machine learning model with many 

hidden layers and massive training data to learn more useful features, thus ultimately 

improving the accuracy of classification or prediction. Different from the traditional 

shallow learning, it emphasizes the depth of the model structure, usually with 5, 6, or 

even more layers of hidden nodes and the importance of feature learning is clearly 

highlighted. In other words, the feature representation of the sample in the original 

space is transformed to a new feature space through layer by layer feature 

transformation, so as to make classification or prediction easier. Compared with the 

method of artificial rule construction, using big data to learn features is more able to 

depict rich internal information of data. 

Currently, there were some studies attempting to apply deep learning approaches 

for cell detection. Edward Kim[9] et al. used the fine-tuning AlexNet model for thyroid 

cytopathology classification between follicular cells to malignant tumors. Afridi[10] et 

al. use the proposed deep convolutional neural network (CNN) architecture for 

automated spot detection in MRI data, an in vivo accuracy up to 97.3% and in vitro 

accuracy of up to 99.8% is achieved. Jing[11] et al. take the SVM model and CNN 

architecture to classify the leukocytes in microscopic images after the segmentation. 

Our previous studies [12] extract the HOG features from the CNN feature maps and 

classify the fungi in microscopic leucorrhea images with the SVM model after the PCA.  

However, the application of CNNs for infrastructure inspection is still in its infancy 

and there has been limited research using CNNs for multi-object cell detection. In 

addition to the various cell types examined, the cell localization information is also 

desired. Region proposal convolutional neural network (R-CNN) [13] is one of the 

typical deep learning methods to detect the cells. The shortcoming of R-CNN is that it 

is slow for each input, and the features of proposals forward propagation for each region 

are needed. The other one is SVM and box regression are not in the same pipeline with 

CNN, therefore, SVM and box regression cannot respond to CNN features. To solve 

the problem of large calculation of R-CNN, Fast R-CNN [14] proposed two 

improvement schemes. Firstly, R-CNN needs to calculate the features of forward 

propagation for each region proposal, while Fast R-CNN shares the convolution layer 

before the region proposal. Secondly, Fast R-CNN implements end-to-end training, that 

is, classification uses full-connected layer to replace SVM and shares a pipeline with 

box regression.  



However, Fast R-CNN still relies on Selective Search to produce proposals, which 

greatly affects the efficiency of detection. Faster R-CNN [15] adopts another idea to 

produce the proposal, namely region proposal network (RPN). Thus, Faster R-CNN 

consists of two different networks, one is RPN and the other Fast R-CNN detector, 

which is used for classification and regression. The two networks share the convolution 

layer to extract features, which greatly simplifies the calculation quantity and the speed. 

Meanwhile, the detection accuracy rate is greatly improved compared with R-CNN and 

Fast R-CNN because of RPN. 

Zhang J [16] combines Faster R-CNN with the proposed CSA which can 

effectively detect and identify detection and identification of cancer cells. Jane Hung 

[17] use the Faster R-CNN to detect malaria parasites in bright field microscopy images 

of malaria-infected blood. Rui Kang [18] treat the urine particles recognition as object 

detection and exploit two state-of-the-art CNN-based object detection methods, Faster 

R-CNN and SSD, as well as their variants for urine particles recognition. To our best 

knowledge, there is no study using the Faster R-CNN for detecting the cells in fecal 

microscopic images. 

There are four main formed elements in fecal routine examination that need to be 

identified: red blood cells, white blood cells, pyocytes, and mildews. Other components 

such as calcium oxalate crystals, starch granules, pollens, plant cells, plant fibers and 

food residues are all impurities and have no clinical significance. As shown in Figure 

1, (a)~(h) are different types of formed elements in fecal samples. 

    
(a) (b) (c) (d) 

    
(d) (f) (g) (h) 

Figure 1. Cells and Impurities in fecal samples. (a) RBC; (b) WBC; (c) mildew; (d) 

pyocyte; (e)~(f) are different impurities; (h) impurity; 

3. The proposed method for cell location and classification  



Compared with other target detection algorithms, Faster R-CNN has higher 

detection accuracy rate and regression rate on the ImageNet [19] data set. The model 

schematic diagram presented in this paper is shown in Figure 2. 

 
Figure 2. Overall workflow of the proposed approach 

3.1 PCA Faster R-CNN model construction 

Faster R-CNN mainly consists of three parts: feature extraction layer, region 

proposal network (RPN), classification and regression network. Among them, the RPN, 

classification and regression network share the previous feature extraction layer, as 

shown in Figure 2. Feature extraction layer is composed of a series of convolutional 

neural networks, such as convolution layer, pooling layer, activation layer, etc. 

According to the feature map generated by feature extraction layer, the RPN can 

generate anchors of different sizes and aspects, which are used to generate the region 

proposal. The proposed region generated by RPN is input into the classification and 

regression network for the type recognition and box accurate regression. Because the 

scale of the feature map layer corresponding to different foreground regions is 

inconsistent, Fast R-CNN adopts ROI Pooling strategy to unify the dimensions. 

Although the calculation is simplified, some features are lost to some extent. Therefore, 

we propose to use PCA dimensional reduction method to normalize the dimensions of 

features. The detailed steps are as follows. 

3.1.1 Feature extraction layers 

The main architecture of Faster R-CNN consists of Resnet -152 [21], as depth 

residual network shows high precision and recall on ImageNet [19] and COCO [20] 

datasets. Resnet is a 152-layer network composed of 4 residual network blocks. Among 

them, the first three residual network blocks are selected as feature extractors, as shown 

in Figure 3. 



 
Figure 3. Sharable 143 CNN layers of Resnet-152 

Initially, the input image size is 1600 * 1200, and the color image with 3 channels 

is first processed by a 7 * 7 convolution layer (stride: 2, channels: 64) and a 3 * 3 

maximal pooling layer (stride: 2). Then, three different residual structures are 

connected, and the final output characteristic image (conv4b_35) size is 100 * 75 * 

1024. 

3.1.2 Region proposal network (RPN) for cell detection 
The RPN network is used to generate a batch of proposals which is like the 

Selective Search used in R-CNN and Fast R-CNN. The network structure is consistent 

with the RPN used in Faster R-CNN: a 256-channel output is generated by a 3 * 3 

convolution layer after the feature map layer (that is, conv4b_35), which is used to fuse 

the information around the features and to fuse information across the channels, and the 

fused layer is connected by two branches, which called softmax classification head and 

box location regression head, as shown in Figure 4. 

 



Figure 4. Architecture of RPN 

In the process of producing anchor, taking into account the smaller size of the 

formed elements (RBC size:40~60, WBC size: 60~80, mildew size:30~108, pyocyte 

size: 90~130) in microscopic image and the larger width (or height) of the feature map, 

generating too many anchors not only reduces the detection accuracy but also brings 

computational complexity increase. 

Different form the RPN in Faster R-CNN, whose box dimension are hand-picked, 

the anchors generated are based on the average size of the foreground target, which can 

make it easier for the regression network to learn to predict good locations. As shown 

in Figure 5. 

 

Figure 5. Generation of anchors 

The average IOU to closest prior of our producing strategy and the Faster R-CNN 

strategy are compared in Table 1. There are 6 priors, which performs better to the 

anchors in Faster R-CNN. 

Table 1. Average IOU of anchors to closest priors on training set 

Anchors generation # Avg IOU 
Our strategy 6 71.6 

Faster R-CNN 9 67.0 

3.1.3 PCA based Classification and Box Regression 



After generating the region proposal box, a classification and regression head is 

need to classify and locate. Because the cell volume is smaller in whole image field, 

the ROI-Pooling strategy in Faster-RCNN has no obvious effect on feature aggregation. 

The position sensitive mapping strategy in R-FCN [22] is based on the ROI-Pooling 

strategy, which has the same AP of the target detection to Faster R-CNN. In this paper, 

we adopt the PCA strategy to replace ROI-Pooling strategy, which achieve the higher 

AP (PCA-Faster-RCNN). 

In general, the average size of the RBC in fecal images is about 48*48, WBC 

58*58, and the size range of the mildew varies from 30*30-108*108. Thus, the 

rectangle size of the extracted region proposal in feature map ranged from 2*2 to 7*7. 

In order to achieve the consistency of the feature dimensions of all the candidate 

regions, PCA strategy is used to reduce to the same dimension. 

We transform the feature maps extracted from the training set to the 1*1*N 

dimensional feature vectors. For each feature vector, PCA method is used to reduce it 

to 1024 dimensions. It is found that the feature of the candidate set can be preserved to 

the maximum extent, and the retention rate is more than 97% after the experiments. 

Each fixed-length feature vector is input into several full connected layers and the 

final feature vector is fed into two layers: (1) Softmax layer produces 5 types of 

probability scores (4 types of cells plus background) and (2) the regression layer for 

predicting the relative coordinates. 

3.2 Training process 

3.2.1 RPN Training 

Before RPN training, each region proposal should be labeled as foreground or 

background to indicate whether an object is contained in the region or not. If the 

intersection over union (IOU) of a box which produced by an anchor who can map to 

the original image and the ground-truth box on the origin is greater than 0.7, the box 

produced by the anchor is the foreground, otherwise, and the anchors with IOU less 

than 0.1 are the background. The loss function of RPN can be written as: 

                  (1) 

where λcls is the weights for classification loss, while λreg is the weights for box 

regression. ci* is the ground-truth label (background/foreground) of the region 
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proposed, ti is a vector representing the 4 parameterized coordinates of the predicted 

bounding box, and ti* is that of the ground-truth box associated with a positive anchor. 

The first item Lcls(ci, ci*) is the classification loss (cross-entropy loss), and Lreg(ti, ti*) 

is the box regression loss (smooth L1 loss [15]). [ci*>0] represents for the positive 

samples (foreground). Ncls and Nreg are the normalization factor. 

When training, not all anchors in RPN is used for training. Generally, anchor with 

the same amount of foreground and background is selected by random sampling to 

train.  

During the test, the foreground target may be detected by many anchors, each 

anchor has a corresponding score, that is, the probability (confidence) classified as the 

foreground target. Duplicate anchors need to be filtered out. Non-maximum 

suppression (NMS) was used as the filtering method. In addition, some anchors in the 

original image are far beyond the image boundary, which also need to be filtered. The 

final output process of RPN is summarized as follows: 

1. Generate anchors, and then calculate the scores of each anchor through RPN 

network. 

2. Map the anchor to the original image to determine whether the anchor has gone 

beyond the boundary in a wide range, and if so, remove the anchor. 

3. Ranking the score of foreground anchor from large to small, extracting the first N 

anchors, that is, the N anchors are foreground anchors after position correction; 

4. NMS arithmetic is applied to anchor in step 3. 

5. According to the ranking of anchor after NMS algorithm, the first M anchors are 

extracted as the foreground output of RPN. 

Experiments show that when M is 2000 or 300, it has little effect on the final 

detection. Therefore, to simplify the calculation, 300 is more suitable. 

3.2.2 Model Training 

The training adopts the method of training the RPN module jointly with the object 

recognition network, rather than alternating. Since the structure of the Faster R-CNN is 

end-to-end, both the RPN and the object recognition network can provide feedback on 

the feature extraction layer. During the backpropagation, loss from both the RPN and 

the fast R-CNN are combined and calculated together. 

We introduced PCA strategy in the classification and regression part of Faster R-

CNN, which should be trained separately. An origin Faster R-CNN model is created as 



M0, who has the improved RPN network (3.1.2) and the ROI pooling strategy. PCA 

based Faster R-CNN is marked as M1. The training process can be shown in Figure 6. 

 
Figure 6. Diagram of training process 

 


