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ABSTRACT
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Basic Concepts of Methods Used
Traveling salesman problem (TSP)
The objective of the TSP is to find a route among several cities by which a salesman can visit each once (Hamilton circuit)
but that also has the minimal total path length2. The MTSP is an extension of the TSP that requires minimization of the
total path length of multiple routes, where all cities must be visited only once and by only one salesman. Moreover, the path
lengths of the multiple paths must be uniform4. This combinatorial optimization problem is NP-hard, meaning that it cannot be
fully solved in polynomial time. The amount of time needed to obtain the optimal solution by calculating all possible paths
would be on the order of O(n!). If the number of cities is greater than 20, it cannot be solved in a practical amount of time. A
famous MTSP solver, CONCORDE, provides the exact solution. This solver uses the branch-and-cut and branch-and-bound
methods1. Recently, studies of heuristic algorithms for approximate solutions with guaranteed precision have become very
popular. Several solution methods using various techniques have been proposed, such as the nearest neighbor (NN) method,
the insertion method, genetic algorithms, the annealing method, and ant colony optimization. In this study, the NN method
was applied to find the initial solution, and the 2-opt and 1.5-opt methods were applied to improve that initial solution3. Each
method is introduced in the following discussion.

Nearest neighbor (NN) method
The NN method proceeds as shown below:

1. Select city A as the starting location.

2. Select an unvisited city that is closest to city A.

3. Connect city A and city B and move to the latter.

4. Return to step 2 to select an unvisited city, if any. Otherwise, proceed to step 5.

5. Link the current city to the starting city.

The amount of calculation required for this method is on the order of O (n logn), and its guaranteed precision is O (logn).
Because paths with smaller costs are selected first, the selected paths will include those of the optimal solution. Therefore,
much improvement can be expected. However, because paths with greater costs are left to the later part of the process, the
solution precision is not good.

2-opt method
In the 2-opt method, the improvement shown below is added.

1. Select two paths from among all paths.



2. If exchanging these two paths makes the total path length shorter, then make that exchange.

3. Once this process has been performed for all possible combinations of paths, the method is complete.

As shown in Figure 1, the 2-opt method works well in improving a route if two paths on that route mutually cross. This
method might require iterative improvement of exponential order in the worst case and might yield solutions with extremely
poor precision. However, this does not occur frequently. In practice, this method enables good improvement.
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Figure 1. Illustration of the 2-opt method.

5-opt method
The 1.5-opt method provides an improved way to cope with local optimization problems, as shown in Figure 2, that the 2-opt
method cannot solve.

1. Select an appropriate city a and one path.

2. If the insertion of city a into the path shortens the path length, then apply that insertion.

3. Repeat the steps above for all possible combinations of one city and one path to complete the operation.

This method is effective for a long selected path. It works well in reducing the lengths of the long paths that tend to appear
in the final stage of the NN method.

A* algorithm
The A* algorithm is used to find a path between two points in a graph search problem. It performs a search operation using a
heuristic function h(n), which functions as an index for the search. Let n be the halfway point on the shortest path, let ĝ(n) be
the cost from the starting point to the current point, and let ĥ(n) be the cost from the current point to the goal point. Then, the
cost of the shortest route, f̂ (n), is written as presented in Equation 1 below:

f̂ (n) = ĝ(n)+ ĥ(n) (1)

However, because both ĝ(n) and ĥ(n) are unknown, estimates of these functions, g(n) and h(n), are used instead. Although
several functions are available for h(n) for different purposes, the Euclidean norm is the most generally applicable one. The
algorithm progresses as presented below.
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Figure 2. Illustration of the 1.5-opt method.

1. Prepare the starting node (S), the goal node (G), and the OPEN and CLOSE lists.

2. Add S to the OPEN list. At this time, g(S) = 0 and f (S) = h(S).

3. Among the nodes in the OPEN list, select a node n for which f (n) is the smallest.

4. If n ∈ G, then the search operation terminates. Otherwise, store n in the CLOSE list.

5. Calculate f ′(m) = g(n)+COST (n,m)+h(m) for all nodes m neighboring n. Here, COST (n,m) is the cost of moving
from n to m, and g(n) is given by g(n) = f (n)−h(n).

6. Record n as the parent of m and perform the process below depending on the state of m.

• If m is contained in neither the OPEN list nor the CLOSE list, then designate f (m) = f ′(m) and add m to the
OPEN list.

• If m appears only in the OPEN list and if f ′(m)< f (m), then designate f (m) = f ′(m).

• If m appears only in the CLOSE list and if f (m)< f (m), then designate f (m) = f (m) and store m in the OPEN
list.

7. Repeat the steps above, beginning from step 3.

8. After the search operation, the shortest route traveling from the parents starting from G is found.

If the heuristic function h(n) is not used, then this algorithm is the same as the Dijkstra algorithm. Although these two
algorithms both incur a high calculation load, the amount of calculation may be reduced through the proper selection of h(n).
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